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Generating Samples for Training Neural Networks for GI/G/K Type Queueing Models

TR FE ek R
45 M EL: We introduce a program for generating samples (data) for training neural networks (aka: big models)
for GI/G/K type queueing models, which have few analytic solutions. The program is based on matrix-analytic
methods. By putting together the CSFP  (count-server-for-phase ) method, the matrix-geometric solutions for
quasi birth-and-death processes, and the matrix-exponential solutions for Markov modulated fluid flow (MMFF)
processes, we are able to generate a large number of samples (data) , which are dense in the set of all queueing
models of interest, for training and validating neural networks for the GI/G/K type queueing models. The
effectiveness of the program is compared with existing asymptotic methods. The work sheds lights on the training
of neural networks for complex stochastic systems. (Joint work with Haoran Wu, Zhenggao Wu, Haokun Zhao,

and Fangfang Lyu)
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Extremal Problems in Graph Theory

BB R KE

&M E: Extremal Combinatorics is an area in discrete mathematics that has developed spectacularly during the

last decades. We will mention some extremal problems in graph theory.
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Mathematical Programming Theories Accelerate Numerical Optimization Solvers

HEEFE ERRERE. FEPXKRE GRID

W& M E . We describe some recent advances in the development of general-purpose numerical
algorithms/solvers for linear programming (LP) , semidefinite programming (SDP) and some Al training
optimization. The emphasis of the talk is to illustrate how traditional mathematical programming theories
accelerate the efficiency and effectives of the solvers on both CPU and GPU; including LP and ADMM theories,
the optimal Diagonal-Preconditioning theory, the low-rank SDP theory that is a generalization of the
Johnson-Lindenstrauss embedding lemma, etc.. The computational techniques, based on these theories, have been
implemented in emerging optimization solvers, and they increased the average solution speed by over 3x in the
past three years on a set of benchmark problems. For certain problem types, the speedup is more than ten thousand
times, and problems that have taken days to solve or never been solved before are now solved in seconds or

minutes to high accuracy.

AN B DT TR Q2% 2 [ S RS SO AN i A8 S8 K 2 7 1) i S 0 o At i) 2 R 5T U5 1)
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Farkas Prize (EALZRHEFE) , 2009 L9510 K S BIRAL, HERECF MK 2012 Tseng Lectureship Prize
(HAREH =) , 2014 EENHAEZEELMMAYE (B2 % RESIHEAS, Hirfhi
EH G H ST 60,000 K.
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Leveraging Telemedicine to Tackle Regional Health Disparities via Inter-Hospital

Collaborations
FES EERREARS
w45 M E . Rural populations lack access to care in many countries, and the rise of telemedicine offers a new
avenue for improvement through telemedicine-based collaboration between urban and rural hospitals. Although
forging collaboration between the two hospitals can improve the care quality at the rural hospital, it may also be
costly for the urban hospital, which needs to divert some of its care capacity to help rural hospital to deliver
high-quality care. We develop a three-stage Stackelberg-game model to characterize the interactions among the
social planner, the two hospitals, and patients, and find that the extent of telemedicine collaboration depends on
the reimbursement rates at both hospitals and their capacity and demand dynamics. Notably, a telemedicine
collaboration may not always result in improved social welfare. However, a social planner can adjust the ratio of

per-patient reimbursement rates at both hospitals to induce welfare-maximizing strategies. Our research highlights

the significance of both financial incentives and operational characteristics in shaping telemedicine-driven
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collaboration between the hospitals.
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An Exploratory Study on How to Manage and Reduce Cancer Waiting Lists: A Queueing
Apporach

LETT SR
MEME: In this paper, we develop a queueing network model with dynamic customer types to address critical
issues in the cancer treatment pathway. Our research aims to identify effective strategies for clearing backlogs and
maximizing early treatment rates for cancer patients. Using fluid approximations on the stochastic queueing
network, we derive closed-form solutions for the number of patients at each phase in the cancer pathway over
time and in the long run  (system equilibria) and show the asymptotical stability of the system equilibria. These
closed-form expressions enable us to analytically evaluate the impact of different strategies on the number of

deaths and the number of transitions from early to late cancer stages.

W& A4 : Houyuan Jiang is a Professor of Management Science at Judge Business School, University of
Cambridge. He is also the Director of the MPhil in Management at Judge Business School. He is an honorary
non-medical consultant of NHS and OHID of DHSC. He teaches business analytics, quantitative techniques,
mathematical modelling, and operations management to EMBA, master's, PhD, and undergraduate students. His
current research interests include healthcare operations and supply chain management, for which he builds
mathematical models, uncovers managerial insights, and develops computational methods. Previously, Prof. Jiang
was a Senior Research Scientist at the Commonwealth Scientific & Industrial Research Organizations (CSIRO)

in Australia, where he undertook research in combinatorial optimization and consultancy in applied operations
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research and management science. He is a member of the Institute of Operations Research and Management
Science ( INFORMS ) . He has published in Management Science, Manufacturing and Service Operations
Management, Operations Research, Production and Operations Management, and a number of leading
optimization journals. He has been or was an editorial board member of Computational Management Science,
International Journal of Revenue Management, Numerical Algebra, Control and Optimization, Operations

Research Letters, and Production and Operations Management.
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WEANEA: R, WIREAR, il MERBREHREMEZAEL KRG FL . &b TR
Ty BRI, ORI B 2R e . Bk O7MHD AERETORE (R s
I8Pz, EFr4 ik TFEIHF] (International Journal of Financial Engineering) ¥4, 72 E P42 FK2EA AT
g, LAY NS 51 3R B IR A e e AR FGE R BT R Rkt 78 28 e i 3o
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WEANFEA: ERE, BT KA SE YR R B LA S, 1T IEEE KA RS E
WZE R R AR PEKORGHERSRIESEK, PERV RS TR R SR FE; PEEE. 5%
BEAFHEM AR S E; #HE N (The Journal of Grey System )  {Journal of Grey System ) { Grey
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oL B M EBOVECEIRAE . 1R, 51524 iARP RIREh 22 20 B Bty b il R
RE o REABIHTCRE S EAT DU A A R IR 0K, il PR S BGHE B o b St PR 0 << P4l AR R
FAONHLTR ARG R TR S Tl RE SRR O AR

WENE S Byl Hax. WS, BEWARTEAS GRS - FWIRFEIN, Ryl his%E s
Hea R R TUE N AL R . U (2% 5) IRESRPPFECE SRR BBURTERME . Ll MR T iR

39



P, 905 RIS BRI @ B A AT AR BRI — 552 Ak Bl R GRIE BB %
THESR) o BeATTIH G IR BT HOA R T AR BT R R UM B BT R AR LTS T 3R
A2 B I A I IS oy AR BT R . A A S BEAROR R R R EGEIE T 2 BHEE R R
AR R EE R B s AP 2 AR,

TH ) KA BT R M U+ B R A AL 75 v
BHER E B RH R

WERE: BENRPHR CER R, TRBEZURNN, KBRS . AR R Al i J 3
b B T BN R A AT RSN, 8] H AR AT HACEE, ORI e K A R, i
MEGRIRA IR, PREFINBCA IR, Jug H AL B ™ BBk, T H, BEE S /R a8 7 HESEES BT
PR SEUME RS, SURISE NN PRI HERE , X BRI SR . DRk B A R B,
R mEMEE b LRBEARE, AR N LEZ AR R AE s F AR R A R, IR G T REA
H— AR S, IRYEA RSB TE R, HIENH R K. KR, MGt b B, 5t
TORE FE TN S BN 4% G YR RR HE R, AT SR Rk — AR AL 22 H A 22 SR OO B S B 8, K
AR

WENE A BN, BUEE PR RS R 5 LR R, Bd%, ELAETm, EPRHECREF TR
RANA S SENA, WIHBBERT RSN S, ERERARF BN, RF5ETHW, HEERMS THE
ST IR IR EZE 0. KA IZZE AR RELRI W ZUF BT TAE, MREE 28, 8lF
A 1 EB, KRB S0 R RERRHGED S8 1 T, SHEBHEAR K 2 1 T, FERARH
A 2 T PRI A H UR A 1 I, SR KR R A 2 I, RAUEB B 17
T, FRBCHAFEAER 3 BT, EFRFEZE PR TR, 973 IR, 863 RIS 20 R,

Has iR BRI BHE., SRR RRES
ARG HPRRKF

WRAERE: BUds B ARG B SRR ] SR 55 LRI SR Gl s 2 —, R H8 B U S Rl 5T
Wolll, e ZAEWETC, BAT H bn o T i AU Rl i 22 R AR USRI 21 1) 2 WP AT, MBS T ORE AR A
o Ak RGN A T oA B AR R R SRR N S . BT SRR SRR . FE LA
fifi b, WA T LRI R CEs AR BCOT AR . Bfm, AR aE. T AR R HT kL, 2
Pk s Hin o BCr R e asy, AR 8t skt s % .

WENEA: AEE, EFRRE RS TR A S R E AL E R 85, EINEFER

40



JA S WEAANTE. EERREFERRAL, RPNEEF R BRI FEESEm T, FHEEE
SARL S G A TIE SRR SR TR R TR SR 10 230, 7 FH BRBURA AR TR R S 50 25,
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DIEl (BPC) A&HfR ARG MhAh, ASCHRM T WiFhsng DLEE m R RS AT o P17 A SR mss il it A B 0
T SR SRR A A 1] B 2%, 72 AN Ak s L P I AT 32 D0 bR e i 7 o) SR AR R . R, SR — b
matheuristic HVETRIEIRTG W BB A ATAT M, okl T S, SREO A BRI T SRR R, R T A SR R
{8145 BPC SRR AIE D T 70%, [FIRFBGAE T matheuristic LRI M. fa, AW 0 g ek A s
BPC BEAEH T — 28 i /n A

W& A EEIT (1986.10-) , 5, 11, EHERHE KRS RG TEEREZEE, FENFHAEL.
OB BEALRIRI S TR AT 55 R A S R A 9 A o 85— 1 % B0 WA # /£ EJOR, C&OR, IEEE TPDS,
IEEE TAES, TRC, ANOR, IPR, H[EEH R} 22552 %8 B A E A MBI T K R 1830 30 Riw . HHAR
FREE 3, BAEFRWLH 6 0T, ZPEEKYIER 1T BFFC8R R AR5 e, ]
FAE H AR AR, NIRWI A WIS RO A A TR IR ERFE R B AR AR &
HREEE . WIE A BRI ES . FRBIT RIS NURAT S RIURE 8 T, AH SCHIEFT R AE SEFR A R AT
FHMRNARGHRBINH . HEPEEE 2RSS SisEEH Iy 2HE, 7 0aF 5%, #HiEJoC,
EJOR, COR, ISJ, SMC %5iz Z & # 4 i & Rl d fa A

Al4Science & Science4Al from Bioinformatics Perspective
Wrigr BB Be AL 4 R BT ST BT
45 W E: 1 will present our recent works on Al for Science and Science for Al based on "Dynamical
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Data-Science" from bioinformatics perspective, including optimization for quantifying dynamical processes,
disease progressions and various phenotypes, including dynamic network biomarkers (DNB) for early-warning
signals of critical transitions, spatial-temporal information (STI) transformation for short-term time-series
prediction, partial cross-mapping (PCM) for causal inference among variables, and further AI4Optimization,
Al4Medicine, Optimization4Al and Biology4Al. These methods are all data-driven or model-free Al approaches
but based on the theoretical frameworks of nonlinear dynamics. We show the principles and advantages of
dynamical data-driven approaches with Al for phenotype quantification as explicable, quantifiable, and
generalizable. The dynamical data-science and optimization approaches with Al for the quantifications of
phenotypes will further play an important role in the systematical research of various fields in biology and

medicine.

WENEAN: BRigrm, PR R TR LA HARRIERE RER B L0 HAKRIER Y
RGRE AL 1997 5 HACKER MR BI 2% 2000 4858 F MK AE 20108 (UCLAD Vi i 3
25 2002 G HACK IR H352 ;. 2009 G R G ARG PR SRt 78 00, R RE R G AR 5 8 N
S EPAT FAE, HEBI BB E AR PEAEME s (NEgAE Y ERe) FEER, |
EAEg 22 (T REED RN Sa) FEER, THIEEYS (HHRARFEM ) L5HEH
£, IEEE SMC %2 (RGEMFHALZ L) FE. FENFEYE LS, LM 0%, NTHER,

BEMRAETF, T RAE N IE B FEHAE R K2R 300 RF T8 3 (Nature, Nature Genetics, Nature
Communications, Nature Cancers, Cancer Cell, Cell Research, Advanced Science, PNAS, NSR, PRL %5) FlH.#%
L.

Artificial Intelligence for Operations Research: Enhancing Decision-Making Processes
Tak AR BT

WEME: The integration of Artificial Intelligence (AI) in Operations Research (OR) offers transformative
potential across various stages, such as parameter generation, model formulation, and model optimization. This
presentation will explore the state-of-the-art advancements in Al techniques that enhance OR methods, driving
innovation and efficiency in decision-making processes. The discussion will provide insights into Al's role in
optimizing complex problem-solving, bridging natural language descriptions with mathematical models, and

adapting learning-driven approaches for better performance.

W& AfEif: Dr. Zhenan Fan is a Staff Research Scientist at Huawei, specializing in inference acceleration and
cost reduction for large language models. He has led initiatives in Al integration within Operations Research,
developing novel methods to enhance efficiency in complex decision-making. Dr. Fan's research interests include

machine learning, optimization algorithms, and Al applications in operational processes.
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SFEYURHT AT T RGRR, AEERURIEL AP, ARZRMEIRPORE B 724 18] 75 10055 5 T il
THEETHR. b3k FOX K, HmREFATHRR, hEM A SRE G5, PR, FEITWS N
Bepnobw, KETWENHECA AR Mok, Bx Q8RR 7 ERE.
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Objective Imbalances: A Challenge for Descent Methods in Multiobjective Optimization

Wrig ERIMTERS

WMEME: Over the past two decades, multiobjective descent methods have received increasing attention in the
multiobjective optimization community. However, even for well-conditioned problems, theoretical and empirical
results both indicate that multiobjective first-order methods exhibit slow convergence due to the objective
imbalances. It is worth noting that the objective imbalances are intrinsic to multiobjective optimization problems

(MOPs) , especially in large-scale and real-world scenarios. In response to this challenge, we attempt to mitigate
objective imbalances using the well-known Barzilai-Borwein method. Theoretical and empirical results both

confirm the effectiveness of the proposed method.

W AN BRET 2016 451 2019 FE1E R B R2AEEE R IS LR 24 4070, 2023 4 6 H, 7& L
KEEHE R A, LA QIR A R R . [F4E 8 3k N IR E S B EE b o W L 5 T
1, S1ESI A REEZ, W75 % B s a8 B 55005, A S 70 R & F 1E Journal of

Operations Research Society of China F/I European Journal of Operational research .

A Family of Distributed Momentum Methods over Directed Graphs with Linear Convergence
HiE REETRE
MEME: We consider the distributed optimization to minimize the sum of smooth and strongly convex local
objective functions over directed graphs. Using row- and column-stochastic weights, we propose a family of
distributed momentum methods. It is a parametric distributed momentum (PDM) method, for which different
values of parameter can lead to different distributed momentum methods. PDM includes the distributed heavy-ball
method (ABm) and the distributed Nesterov gradient method (ABN) as its special cases. When the step sizes
and the momentum coefficient do not exceed some upper bounds, we prove that PDM can converge to the optimal
solution at a global R-linear rate. The convergence result of PDM not only covers that of ABm, but also
supplements that of ABN, which lacks theoretical convergence result. Simulation results on classification

problems that arise in machine learning show that PDM with an appropriate negative parameter value can achieve

faster acceleration than the existing distributed momentum algorithms.

WENFA: EiE, REH T RSFH PN, T 2023 48 1 AL T b Tk K22 N T8 it 5 50k
Blez2ebe, FENFESAAMAER . Bk NPT, AR CKRE (IEEE Trans Autom Control) «
(Sci China Inf Sci) #1 (Comput Optim Appl) =5 [E N HMEEHAT] |, 3K 2021 4F 1 [Eiz & #2807 k) 7y
S FRAERIZMTF R 2024 FRIREF HAR A ESFTFEIHE 1 B, EREMMRNE 10, Z5H
FKERFIFEEST FIH 1 5.
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Stability on Matchings in 3-Uniform Hypergraphs and Its Appliaction in Anti-Ramsey

Number Problem

HRZPFH FRMKE

WETHE: Let n,5,k be three positive integers such that 1< s <(n—k+1)/kand [n]= {1,2,..., n} Suppose

that H is a k-graph on [7]. Denote the size of a largest matching and the size of a minimum vertex cover in

H by U(H) and 7(H), respectively. Define A’ (n,s):= {e € ([Z]] : |€ Nl(s+Di—-1]= l|} for 2<i<k

and HM,, ::{e e[[z]j leNls—1] = O}U{S}U{e e[[Z]J :see,

2019, Frankl and Kupavskii proposed a stability conjecture that if O(H)<s , 7(H)>s , then
|H| < maxﬂAﬁ‘ (1,5)),...,|Af (1, 5)

perfect matchings in k-graphs. In this talk, we prove these two conjectures for k=3 and sufficiently large n. Using

eﬂSI;éO}, where § = {s+1,s+2,...,s+k}. In

HM fv‘} In 2020, Frankl proposed a another stability conjecture for almost

geeey s

these stability results, we determine the anti-Ramsey number of matchings in 3-uniform hypergraphs.
Based on joint works with : Hongliang Lu, Xing Peng and Dingjia Mao.

WEANEA: AT, 2024 92 6 LT 2308 KR, PINELLREER, HATANBUSMN K¥ S
Guit e L5 R AL 18 S 1) S A TR I DU C AR 8 MEAH 9K 1) B, /£ SIAM Journal on Discrete
Mathematics. Journal of Graph Theory ST &R 5 Fo

A Second Order Primal-Dual Dynamical System for A Convex-Concave Bilinear Saddle Point

Problem
& HHEKRE

WMEHE: In this talk, I present recent work on inertial primal-dual dynamical system approaches for solving
convex-concave bilinear saddle point problems. A general inertial primal-dual dynamical system, based on
second-order ODEs and incorporating damping, scaling, and extrapolation coefficients, is introduced. Through
Lyapunov analysis, we establish the convergence rates of the primal-dual gap and velocities, as well as the
boundedness of the trajectories. With specific parameter choices, these results can recover both Polyak's heavy

ball acceleration scheme and Nesterov's acceleration scheme.

WENEA: (055, PUERKEHEERE, P, F 2019 M1 2022 575 DY )1 RS 524 24 B 7 il 3KiE B 24 515
Al AR 2R A7, R B T 43 ) O 8 P S AR AN T S A% . B A R FE N RO AR AL i) R S
AR SR MR SR 8] 1 Ve Sh ) RS T7 %, ARAE AT AR ARG S AL B R o AR, AR —
{E# 7E (SIAM J. Control Optim.) « (IEEE Trans. Automat. Control) . {Automatica) . {Appl. Math. Optim.)
F1 {Commun. Nonlinear Sci. Numer. Simul.) ZE#F Ik % SCI £ 10 55 -
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Distributed Stochastic Optimization under a General Variance Condition

KR FHTHICKRE GRID

% # E . Distributed stochastic optimization has drawn great attention recently due to its effectiveness in
solving large-scale machine learning problems. Although numerous algorithms have been proposed and
successfully applied to general practical problems, their theoretical guarantees mainly rely on certain boundedness
conditions on the stochastic gradients, varying from uniform boundedness to the relaxed growth condition. In
addition, how to characterize the data heterogeneity among the agents and its impacts on the algorithmic
performance remains challenging. In light of such motivations, we revisit the classical federated averaging

(FedAvg) algorithm (McMahan et al.,2017) as well as the more recent SCAFFOLD method (Karimireddy
et al.,, 2020)  for solving the distributed stochastic optimization problem and establish the convergence results
under only a mild variance condition on the stochastic gradients for smooth nonconvex objective functions.
Almost sure convergence to a stationary point is also established under the condition. Moreover, we discuss a
more informative measurement for data heterogeneity as well as its implications. The key message of this

presentation is that FedAvg can converge without any additional data heterogeneity conditions.

WE A HWIR, TRk GRYID A fpgar s B A Nk, BRI, L
B, BRFENULRE GRID WA EBAFIRRMEER RS REALE S, Ol ZRE XM
AL B R SR e 32 T AH S A0 T 2% #A T 4, 1IEEE Transactions on Automatic Control #1 IEEE Transactions on

Signal Processing.

FIH JUR 8 B I IRELARIMN T EEQ-¥
ZiEE TEAMERE RS
45 E. Establishing robust policies is essential to counter attacks or disturbances affecting deep reinforcement
learning (DRL) agents. Recent studies explore state-adversarial robustness and suggest the potential lack of an
optimal robust policy (ORP) , posing challenges in setting strict robustness constraints. This work further
investigates ORP: At first, we introduce a consistency assumption of policy (CAP) stating that optimal actions
in the Markov decision process remain consistent with minor perturbations, supported by empirical and theoretical
evidence. Building upon CAP, we crucially prove the existence of a deterministic and stationary ORP that aligns
with the Bellman optimal policy. Furthermore, we illustrate the necessity of ~*-norm when minimizing Bellman
error to attain ORP. This finding clarifies the vulnerability of prior DRL algorithms that target the Bellman

optimal policy with 1

-norm and motivates us to train a Consistent Adversarial Robust Deep Q-Network
(CAR-DQN) by minimizing a surrogate of Bellman Infinity-error. The top-tier performance of CAR-DQN
across various benchmarks validates its practical effectiveness and reinforces the soundness of our theoretical

analysis.
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Global R-Linear Convergence for Accelerated Gradient Methods and Gradient Restart

Schemes

FRE BBREIKRE
WM E: Nesterov’s accelerated gradient (NAG) method significantly speeds up the gradient descent (GD)
in convex optimization through extrapolation. Adaptive extrapolation enhances NAG and its variant, the
accelerated proximal gradient (APG) method. However, it also introduces oscillations, which are especially
costly in strongly convex settings. Existing studies show NAG has local linear convergence, but is weaker than
GD. There are no global linear convergence results as far as we know. Consequently, although the gradient restart
scheme significantly enhances numerical performance, it lacks a theoretical guarantee.

In this talk, we prove the global R-linear convergence of NAG/APG by establishing Q-linear convergent
Lyapunov sequences. We emphasize that early-stage convergence rates surpass those of GD. Additionally, we
provide a mathematical understanding of the gradient restart scheme. We demonstrate global linear convergence
for the gradient-restarted APG method. We also prove that the associated ODE of gradient-restarted NAG
achieves global linear convergence for quadratic strongly convex objectives, unlike the non-restarted version

shown by Su, Boyd, and Candés [J. Mach. Learn. Res., 2016, 17 (153) , 1-43] which cannot converge linearly.
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Research on the Descent Direction of Prediction Correction Algorithms for Convex and

Pseudo-Convex Optimization Problems

ZFE JEREMEMRKE

WEME: Prediction-correction algorithms represent an efficient class of methods for tackling optimization
problems. In this paper, we introduce an enhanced prediction-correction algorithm, where the descent direction is

considered as a judicious correction to the gradient direction, facilitated by a carefully chosen correction
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parameter. We establish that the range of the correction coefficient lies within  ( 1/2,1] for pseudo-convex
optimization problems, and [0,1] for convex optimization problems. We provide rigorous convergence proofs for
these proposed algorithms, and elucidate their advantages through the perspective of discrete differential
equations. To demonstrate the effectiveness and superiorities of our proposed algorithms, we present a series of

numerical experiments.

WENFSN: 20E, AEEASPR R E N L5 O BENLAR 73 A5 o T i S5
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A FAST Method for Nested Estimation

R FEARKF

MEME: Nested estimation involves estimating an expectation of a function of a conditional expectation, and
has many important applications in operations research and machine learning. Nested simulation is a classic
approach to this estimation, and the convergence rate of the mean squared error (MSE)  of nested simulation
estimators is only of order I?/3, where I" is the simulation budget. To accelerate the convergence, in this paper,
we establish a jackkniFe-bAsed neSted simulaTion (FAST) method for nested estimation, and a unified
theoretical analysis for general functions in the nested estimation shows that the MSE of the proposed method

=45 or even 87 We also provide an efficient algorithm that ensures the

converges at the faster rate of
estimator's MSE decays at its optimal rate in practice. In numerical experiments, we apply the proposed estimator
in portfolio risk measurement and Bayesian experimental design in operations research and machine learning

areas, respectively, and numerical results are consistent with the theory presented.
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Approximation Algorithm for Unrooted Prize-Collecting Forest with Multiple Components

and Its Application on Prize-Collecting Sweep Coverage
BB WL K

% M E . In this paper, we introduce a polynomial-time 2-approximation algorithm for the Unrooted
Prize-Collecting Forest with $K$ Components (URPCF$_K$) problem. Given a graph $G$ and an integer $KS$,

URPCF$_K$ aims to find a forest with exactly $K$ connected components while minimizing the sum of the

48



forest's cost and the penalties incurred by unspanned vertices. Unlike the rooted version RPCF$ K$, where a 2-
approximation algorithm exists, solving the unrooted version by guessing roots leads to exponential time
complexity for non-constant $K$. To address this challenge, we propose a rootless growing and rootless pruning
algorithm. We also apply this algorithm to improve the approximation ratio for the Prize-Collecting Min-Sensor

Sweep Cover problem (PCMinSSC) from 8 to 5.

WENEA: B2, WL KB, MSKIE B . 3 BRI 7 ) Jo 4 % JE W 2% wp 7 26 i) Ryl
LG, BLFE /N R G AR T 5 L B RIS . B AT CL7E INFORMS Journal on Computing, Optimization
Letters, Theoretical Computer Science 253 & £ 18 .

Subsidy Allocation Problem with Bus Frequency Setting Game: A Tri-Level Formulation and
Exact Algorithm

HISE RERF

WEME: Typically, governments subcontract the operation of urban bus systems to several bus operators. In
particular, the government aims to promote the service quality for passengers by introducing competition among
bus operators and subsidizes bus operations to ensure affordable fares. However, most existing studies about
subsidy allocation typically do not account for the competitive factors among bus operators and thus may
underestimate the associated benefits. In this study, we investigate how the government allocates subsidies to
minimize social costs, taking into account the competition among bus operators and passenger route decisions. We
describe this problem as a tri-level optimization model and use a game-theoretic approach to characterize the
market equilibrium of bus operators. Next, we transform the tri-level model into a mixed-integer programming
problem with quadratic constraints and solve it using an exact algorithm with acceleration techniques. The results
of numerical experiments demonstrate the computational efficiency of the proposed algorithm. Several valuable
insights are derived: First, lines served by competing bus operators typically do not require subsidies. Second,
competitive behavior decreases social costs (including bus operating costs and passenger travel costs) more
effectively in cities in which the passengers assign higher value to time. Third, the competitive behavior may be

guided by exogenous parameters, such as ticket prices, to approximate the optimum of urban bus systems.
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Error Bounds for Rank-One DNN Reformulation of QAP and DC Exact Penalty Approach

B R BHBE TR

MR E: This talk concerns the quadratic assignment problem (QAP) , a class of challenging combinatorial
optimization problems. We provide an equivalent rank-one doubly nonnegative (DNN)  reformulation with
fewer equality constraints, and derive the local error bounds for its feasible set. By leveraging these error bounds,
we prove that the penalty problem induced by the difference of convexity (DC) reformulation of the rank-one
constraint is a global exact penalty, and so is the penalty problem for its Burer-Monteiro (BM) factorization. As
a byproduct, we verify that the penalty problem for the rank-one DNN reformulation is a global exact penalty
without the calmness assumption. Then, we develop a continuous relaxation approach by seeking approximate
stationary points of a finite number of penalty problems for the BM factorization with an augmented Lagrangian
method, whose asymptotic convergence certificate is also provided under a mild condition. Numerical comparison

with Gurobi for 131 benchmark instances validates the efficiency of the proposed DC exact penalty approach.

WENFA: BIPR, 2023 4F 6 H B TR B TR 212 B 2 SR Lok, 8+ SImiE ez, 2023
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Safe Feature Identification Rule for Fused Lasso by An Extra Dual Variable

By T EBERS S RARE TR

WM E: Fused Lasso was proposed to characterize the sparsity of the coefficients and the sparsity of their
successive differences for the linear regression. Due to its wide applications, there are many existing algorithms to
solve fused Lasso. However, the computation of this model is time-consuming in high-dimensional data sets. To
accelerate the calculation of fused Lasso in high-dimension data sets, we build up the safe feature identification
rule by introducing an extra dual variable. With a low computational cost, this rule can eliminate inactive features
with zero coefficients and identify adjacent features with same coefficients in the solution. To the best of our
knowledge, existing screening rules can not be applied to speed up the computation of fused Lasso and our work
is the first one to deal with this problem. To emphasize our rule is a unique result that is capable of identifying
adjacent features with same coefficients, we name the result as the safe feature identification rule. Numerical
experiments on simulation and real data illustrate the efficiency of the rule, which means this rule can reduce the
computational time of fused Lasso. In addition, our rule can be embedded into any efficient algorithm and speed

up the computational process of fused Lasso.
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Group Rent-or-Buy: The Benefits of Having Grouped Consumers
HEAR ERIMEKRE

WMEME: We introduce and investigate the group rent-or-buy problem, which is a generalization of the classical
rent-or-buy problem, also known as the ski rental problem. In the classical rent-or-buy problem, a player needs to
decide when to switch from renting a ski to buying it, with the cost of renting the ski being proportional to the
usage time. The actual usage time is determined by an adversary.

In the group rent-or-buy problem, a group skis together, hence they share the same usage time. They need to
collaboratively formulate a strategy to minimize the total cost. We provide the optimal online algorithm for the
group rent-or-buy problem. We prove that as the number of group members increases, the competitive ratio of the
optimal online algorithm against an adaptive adversary decreases monotonically from 2 to /( — 1), while the
competitive ratio of the optimal online algorithm against an oblivious adversary remains /( — 1) throughout.

This is joint work with Xiaodong Hu, Liyuan Meng and Changjun Wang.
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Cost Allocation for Non-Cooperative Joint Replenishment Game

FRA EHZEKRFE

WEWE: We study the infinite-horizon deterministic joint replenishment model from a noncooperative
game-theoretical approach. In this model, a group of retailers can choose to jointly place an order, which incurs a
major setup cost independent of the group, and a minor setup cost for each retailer. Additionally, each retailer is
associated with a holding cost. Our goal is to design cost allocation rules that minimize the long-run average
system cost, given that each retailer can determine their replenishment interval to minimize their own cost. We
study a class of rules that allocate each major setup cost to the associated retailers in proportion to their predefined
weights. For these rules, we establish a monotonicity property of agent better responses and show the existence of
a payoff dominant pure Nash equilibrium, which can be found by an efficient algorithm. We then provide a
comprehensive analysis of the price of stability (PoS) , the ratio between the system cost of the best Nash
equilibrium and the social optimum, for two natural rules from this class. The first rule achieves a PoS of 1.25 by
utilizing retailers' holding cost rates, while the second rule maintains a small PoS and does not require retailers'

private information. This is joint work with Changjun Wang.
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Duopoly Assortment Competition under the MNL Model: Simultaneous vs. Sequential

ERE PEHMFAREES RGP FH AL

WMEME: In this study, we investigate two different types of duopolistic competitive assortment problems under
the multinomial logit model. We first extend prior work by introducing a more general competitive model
incorporating common products under the multinomial logit model, capable of capturing a variety of choice
behaviors that appear in retailing scenarios, such as consumer loyalty and rarity effects. For simultaneous
assortment competition, we study the existence of pure-strategy Nash equilibria and fully characterize the
structures of equilibrium outcomes. Specifically, we demonstrate the existence of an equilibrium that always

Pareto-dominates others in the settings with both common and exclusive products. This equilibrium is efficiently
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computed using a carefully crafted iterative best response process. However, deciding whether a pure-strategy
Nash equilibrium exists in more general settings, including those with common products and cardinality
constraints, turns out to be NP-complete.

For sequential assortment competition, we find that the subgame perfect Nash equilibrium leads to higher
profitability for both the leader and the follower compared to the Pareto-dominant equilibrium in simultaneous
assortment competition. This significant difference from general sequential games suggests that both retailers
would prefer participating in a sequential assortment competition over a simultaneous counterpart. Despite its
profitability advantages, computing the subgame perfect Nash equilibrium for duopoly sequential assortment
competition is NP-hard, even with only exclusive products. To address this hardness result, we propose a fully
polynomial-time approximation scheme for problems involving both common and exclusive products. We also
extend our analysis and develop near-optimal approximation algorithms or establish inapproximability hardness

results for the sequential assortment competition with capacity constraints. (Joint work with Kameng Nip)
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Pairwise Stability in Network Formation Games: Selection and Computation

H¥ FRKE

4 #5 B . Networks are at the forefront of research in economics and operations research as powerful tools to
model social and economic interactions. We develop an effective algorithm to compute equilibria in network
formation games, where agents have concave utility functions. To do so, we reformulate the concept of pairwise
stability as a Nash equilibrium of a non-cooperative game played by the nodes and links in the network and adapt
the tracing procedures for non-cooperative games to the network formation problem. Finally, we apply the
algorithm to several examples in the literature and obtain a number of novel insights. This talk is mainly based on

two papers, joint work with P Jean-Jacques Herings, Chen Caihua, and Tao Junhao.
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Product Line Extensions and Distribution Channels Inpharmaceutical Supply Chains
XK RERFE
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4F £ Advances in Applied Probability, Journal of Mathematical Analysis and Applications, Journal of
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MEME: The growing time-series data make it possible to glimpse the hidden dynamics in various fields.
However, developing a computational toolbox with high interpretability to unveil the interaction dynamics from
data remains a crucial challenge. Here, we propose a new computational approach called Automated Dynamical
Model Inference based on Expression Trees (ADMIET ) to establish a general framework for revealing the

hidden dynamics in time-series data. ADMIET takes full advantage of both machine learning algorithm and
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expression tree. ADMIET can better fit parameters in nonlinear forms compared to regression methods.
Furthermore, we apply ADMIET to two typical biological systems and one real data with di erent prior
knowledge to infer the dynamical equations. The results indicate that ADMIET can not only discover the
interaction relationships but also provide accurate estimates of the parameters in the equations. These results

demonstrate ADMIET’s superiority in revealing interpretable dynamics from time-series biological data.
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When Machine Learning Meets Importance Sampling: A More Efficent Rare Event
Estimation Approach

SRETHR EHEETHICRE GRIID

WMEME: Importance sampling is a key numerical method for rare event estimation in operational and financial
systems. Its performance is highly sensitive to the choice of importance distribution, which could be extremely
challenging especially when estimating long-run performance metric of the system. We propose a new method
combining importance sampling with machine learning techniques for estimating rare event in stationary
distribution of Markovian systems. In particular, we leverage the machine learning tools to reduce the sensitivity
of the algorithm performance with respect to the choice of importance distribution. In addition to providing
theoretic guarantees, we also demonstrate numerical efficiency of the new method through examples motivated by

applications in telecommunication networks.
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Price Interpretability of Prediction Markets: A Convergence Analysis

mEZE FRMaXE

MEME: Prediction markets are long known for prediction accuracy. This study systematically explores the
fundamental properties of prediction markets, addressing questions about their information aggregation process
and the factors contributing to their remarkable efficacy. We propose a novel multivariate utility (MU) based
mechanism that unifies several existing automated market-making schemes. Using this mechanism, we establish
the convergence results for markets comprised of risk-averse traders who have heterogeneous beliefs and
repeatedly interact with the market maker. We demonstrate that the resulting limiting wealth distribution aligns
with the Pareto efficient frontier defined by the utilities of all market participants. With the help of this result, we
establish analytical and numerical results for the limiting price in different market models. Specifically, we show
that the limiting price converges to the geometric mean of agent beliefs in exponential utility-based markets. In
risk measure-based markets, we construct a family of risk measures that satisfy the convergence criteria and prove
that the price converges to a unique level represented by the weighted power mean of agent beliefs. In broader
markets with Constant Relative Risk Aversion (CRRA) utilities, we reveal that the limiting price can be
characterized by systems of equations that encapsulate agent beliefs, risk parameters, and wealth. Despite the
impact of traders' trading sequences on the limiting price, we establish a price invariance result for markets with a
large trader population. Using this result, we propose an efficient approximation scheme for the limiting price.
Numerical experiments demonstrate that the accuracy of this approximation scheme outperforms existing
approximation methods across various scenarios. Our findings serve to aid market designers in better tailoring and

adjusting the market-making mechanism for more effective opinion elicitation.
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Multi-Period Mean-Variance Portfolio Selection: An MDP Approach

B Hilike#

45 8 E . Mean-variance optimization is a fundamental problem in portfolio selection, which encounters
significant challenges in the scenario of multi-period, caused by the failure of dynamic programming. Li&Ng

(2000) and Zhou&Li (2000) developed an embedding method to treat this problem and derived elegant results
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with closed-form solutions, from the perspective of stochastic control. As Markov decision process (MDP) isa
more general methodology for handling stochastic dynamic decision-making, there are also research streams in
risk-sensitive MDPs, but it seems that they never merged with the research line of mean-variance portfolio
selection from stochastic control. This talk aims to bridge this gap and proposes an MDP approach to handle this
classical problem. Our research results show that the risk-sensitive MDP method obtains the exactly same results
as stochastic control, and it can further bring a much broader and unified framework.
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A General Framework for Joint Newsvendor and Pricing: Demand Learning with Deep

Generative Models

I T EBERBES RARET IR

WMEME: We introduce a general framework for data-driven pricing and inventory decisions in the single-period
newsvendor problem, where random demand is influenced by both price and additional features. This problem
presents several challenges: 1)  the inventory decision is price-dependent, 2)  the unknown demand distribution
given price and features results in an unknown objective profit function, and 3) the importation of features
complicates the decision-making process. To the best of our knowledge, no existing methods are directly usable
for this general problem, and we demonstrate that some possible modifications still suffer from model
misspecification and high-dimensionality. To address all these challenges, we propose using conditional deep
generative models—such as variational autoencoders, generative adversarial networks, and diffusion models.
These models generate artificial demand samples for any given price and features based on the learned conditional
distribution of demand, without imposing any explicit structural assumption on the demand model. Using the
generative models, we design algorithms for 1)  optimizing inventory under arbitrary prices and 2)  jointly
determining pricing and inventory decisions. We provide theoretical guarantees demonstrating the optimality of
our proposed methods for both inventory and pricing decisions. Extensive experimental results confirm the

effectiveness of our approach.
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An Efficient Branch-and-cut Approach for Large-scale Competitive Facility Location

Problems with Limited Choice Rule

Bt JERE TR

MM E: We consider the competitive facility location problem with limited choice rule (CFLPLCR) , which
attempts to open a subset of facilities to maximize the net profit of a “newcomer” company, requiring customers
to patronize only a limited number of opening facilities and an outside option. We investigate the polyhedral
structure of a mixed 0-1 set, defined by the function characterizing the probability of a customer patronizing the
company’s open facilities, and propose an e icient branch-and-cut (B&C) approach for the CFLPLCR based
on newly proposed mixed integer linear programming (MILP) formulations. Specifically, by establishing the

submodularity of the probability function, we develop an MILP formulation for the CFLPLCR using the
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submodular inequalities. For the special case where each customer patronizes at most one open facility and the
outside option, we show that the submodular inequalities can characterize the convex hull of the considered set
and provide a compact MILP formulation. Moreover, for the general case, we strengthen the submodular
inequalities by sequential lifting, resulting in a class of facet-defining inequalities. The proposed lifted submodular
inequalities are shown to be stronger than the clas- sic submodular inequalities, enabling to obtain another MILP
formulation with a tighter linear programming (LP) relaxation. By extensive numerical experiments, we show
that thanks to the tight LP relaxation, the proposed B&C approach outperforms the state-of-the-art generalized
Benders decomposition approach by at least one order of magnitude. Furthermore, it enables to solve CFLPLCR

instances with 10000 customers and 2000 facilities.
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Mechanism Design for Exchange Markets
TEARIR YL K%
MEME: Exchange markets are a significant type of market economy, in which each agent holds a budget and
certain (divisible) resources available for trading. Most research on equilibrium in exchange economies is based
on an environment of completely free competition. However, the orderly operation of markets in reality also relies
on effective economic regulatory mechanisms. This paper initiates the study of the mechanism design problem in
exchange markets, exploring the potential to establish truthful market rules and mechanisms. This task poses a
significant challenge as unlike auctioneers in auction design, the mechanism designer in exchange markets lacks
centralized authority to fully control the allocation of resources. Our goal is to design a truthful mechanism for the
market manager that achieves an  (approximate) optimal welfare while minimizing unprofitability as much as
possible. We propose two mechanisms for the problem. The first one guarantees truthfulness and profitability
while approaching an approximation ratio of approximately 1/2 in large markets. The second one is truthful and
achieves 1/2 approximation in general markets but incurs bounded unprofitability. Our aim is for both

mechanisms to provide valuable insights into the truthful market design problem.
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Reformulations for Quadratic Separable Optimization Problems with Symmetric Structures

via Variable Aggregation

FRER o EREBRKE

45 E: The nonconvex separable quadratic problem arising in practical applications generally has a symmetric
structure, which results in many symmetric optimal solutions. Hence, the symmetric structure usually deteriorates
the performance of a branch-and-bound-based solver for the problem. In this talk, we present reformulations for
separable quadratic problems based on the technique called variable aggregation. By introducing aggregate
variables to represent the sum of symmetric variables, the original problem can be reformulated into a compact
one that only contains aggregate variables together with some possible auxiliary variables under certain conditions.
The extensive numerical results confirm that the efficiency of the well-known commercial solver Gurobi for
solving nonconvex separable quadratic problems with or without mixed-integer variables can be significantly

improved by adopting the proposed reformulations.
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A Riemannian Proximal Newton-CG Method

B EITR#

MEHE: The proximal gradient method and its variants have been generalized to Riemannian manifolds for
solving optimization problems in the form of f+g, where f is continuously differentiable and g may be nonsmooth.
However, most of them do not have local superlinear convergence. Recently, a Riemannian proximal Newton
method has been developed for optimizing problems in this form with M being a compact embedded submanifold
and $g (x) =\lambda \[x\| 1$. Although this method converges superlinearly locally, global convergence is not
guaranteed. The existing remedy relies on a hybrid approach: running a Riemannian proximal gradient method
until the iterate is sufficiently accurate and switching to the Riemannian proximal Newton method. This existing

approach is sensitive to the switching parameter. In this talk, we propose a Riemannian proximal Newton-CG

65



method that merges the truncated conjugate gradient method with the Riemannian proximal Newton method. The
global convergence and local superlinear convergence are proven. Numerical experiments show that the proposed

method outperforms other state-of-the-art methods.
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Single-loop Primal Dual Method for a Special Structured Complex Optimization Problem in

Wireless Communications

PME bR RS

25 M The sum rate maximization problem for reconfigurable intelligent surface aided multiple input multiple
output interference network is considered. The approximation explores the upper bound of the sum rate, and the
optimization problem is reformulated as a minimax saddle point problem through the approximated Lagrangian
function. The single-loop primal dual method is designed for the saddle point problem, where the primal variable
is updated through one projected gradient step and the dual variable is solved through quadratic interpolation. The
proposed algorithm converges to an $\epsilon$-KKT point under mild assumptions. Its complexity is lower than
the existing works. Numerically the proposed method performs well compared to the benchmark methods, which

achieves promising sum rate with very little computational cost.
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Complexity of Inexact Cubic-regularized Primal-dual Methods for Finding Second-order

Stationary Points

Ei BRERLRE

W %5 7 E . Motivated by recent developments of using cubic regularization to escape saddle points of
unconstrained optimization, in this paper we explore its potential in pursuing second-order stationary points of
nonconvex constrained optimization whose exact objective function information may be hard to obtain. We first
propose an algorithmic framework, named as ICPD, of inexact cubic-regularized primal-dual methods for equality
constrained optimization. To update the primal variable at each iteration, we construct a cubic regularized model
relying on inexact first- and second-order derivatives of the objective function together with information of
constraint functions. By allowing an inexact solutions to each subproblem under certain conditions, we establish
the iteration complexities of ICPD to find an $\epsilon$-approximate first- and second-order stationary point,
respectively. We then consider a stochastic variant algorithm SCPD for equality constrained optimization whose
objective takes an expectation form. Through a proper sampling strategy to calculate stochastic gradients and
Hessians, we address the oracle complexities of SCPD to reach approximate stationary points with high
probability. We also investigate the behavior of the standard gradient descent when solving each subproblem with
a random perturbation. We provide a detailed analysis on how to fulfill the required conditions on an inexact
subproblem solution with high probability at each iteration. Additionally, we present an analysis of an adaptive
variant of ICPD which updates penalty parameters dynamically and discuss the applicability of adaptive cubic

regularization parameters.
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An Effective AI-Driven Algorithm for Decentralized Optimization
R LR R

MEME: Most decentralized optimization algorithms are handcrafted. While endowed with strong theoretical
guarantees, these algorithms generally target a broad class of problems, thereby not being adaptive or customized
to specific problem features. This talk discusses data-driven decentralized algorithms trained to exploit problem
features to boost convergence. Existing learning-to-optimize methods typically suffer from poor generalization or
prohibitively vast search spaces. In addition, they face more challenges in decentralized settings where nodes must
reach consensus through neighborhood communications without global information. To resolve these challenges,

this paper first derives the necessary conditions that successful decentralized algorithmic rules need to satisfy to
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achieve both optimality and consensus. Based on these conditions, we propose a novel mathematics-inspired
learning-to-optimize framework for decentralized optimization. Empirical results demonstrate that our learned
algorithms outperform handcrafted algorithms and exhibit strong generalizations. Algorithms trained with 100
iterations perform robustly when running 100,000 iterations during inferences. Moreover, our algorithms trained
with synthetic datasets perform well on problems involving real data, higher dimensions, and different loss

functions.

& AFiA: Dr. Kun Yuan is an Assistant Professor at Center for Machine Learning Research (CMLR) in
Peking University. He completed his Ph.D. degree at UCLA in 2019, and was a staff algorithm engineer in
Alibaba (US) Group between 2019 and 2022. His research focuses on the development of fast, scalable, reliable,
and distributed algorithms with applications in large-scale optimization, deep neural network training, federated
learning, and Internet of Things. He was the recipient of the 2017 IEEE Signal Processing Society Young Author
Best Paper Award, and the 2017 ICCM Distinguished Paper Award.

Stochastic Smoothing Accelerated Gradient Method for General Constrained Nonsmooth

Convex Composite Optimization

Tl JERAEAE

MEME: We propose a novel stochastic smoothing accelerated gradient (SSAG) method for general
constrained nonsmooth convex composite optimization, and analyze the convergence rates. The SSAG method
allows various smoothing techniques, and can deal with the nonsmooth term that is not easy to compute its
proximal term, or that does not own the linear max structure. To the best of our knowledge, it is the first time to
develop a stochastic approximation type method that treats the maximization of finite but numerous nonsmooth
convex functions as a stochastic function, which significantly improves the computational efficiency. We prove
that the SSAG method can simultaneously achieve the best-known order of iteration complexity, and the optimal
order of SFO complexity, using variable sample-size. Numerical results on the three applications arising from the
distributionally robust optimization and stochastic utility problem demonstrate the effectiveness and efficiency of

the proposed SSAG method.
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Algorithms for Bilevel Optimization Programs with Applications in Hyperparameter

Learning

WK A BBIRE

WEME: This work focuses on addressing two major challenges in large-scale Bi-Level Optimization (BLO)
problems, which are increasingly applied in machine learning due to their ability to model nested structures. These
challenges involve ensuring computational efficiency and providing theoretical guarantees. Recent advances in
scalable BLO algorithms have primarily relied on lower-level simplifications and, inevitably, on computationally
intensive calculations related to the Hessian matrix. We address both computational and theoretical challenges
simultaneously by introducing an innovative single-loop gradient-based algorithm, utilizing the Moreau
envelope-based reformulation, and providing convergence analysis for large-scale BLO problems with weakly
convex and constrained lower levels. Notably, our algorithm relies solely on first-order gradient information,
enhancing its practicality and efficiency, especially for large-scale BLO learning tasks. We validate the
effectiveness of our approach through experiments on various synthetic problems and real-world applications,

demonstrating its superior performance.
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Diffusion Models Respond to the Duty Call from Causal Discovery
Fandy FEBEAEBRIINER A I

MM E: Causal discovery (CD) , learning a faithful directed acyclic graph (DAG) from observed data, is
a promising but challenging problem. Recent work formulate the problem as a continuous optimization problem
that can be broken down into two parts: solving an inverse problem and satisfying an acyclicity constraint.
Unfortunately, solving the inverse problem in CD is prone to instability. To alleviate instability, we pose the
inverse problem as a regularized optimization scheme and propose a novel variance-negotiation regularizer.
Compared with common regularization techniques that directly apply regularization on graphs, the proposed
regularizer instead acts on a variance variable, which indirectly but effectively regularizes graphs, which is closely
analogous to learning a diffusion model. This discovery leads us to develop a diffusion model called
DAG-Invariant Denoising Diffusion Probabilistic Model for CD whose training objective is shown to be
completely equivalent to solving the optimization problem. The proposed diffusion model achieves outstanding

performance on all small, medium, and large-scale benchmarks.
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Cost-aware Portfolios in a Large Universe of Assets

oral HEANRKRE

WL W E . This paper considers the short-term portfolio rebalancing problem in terms of mean-variance
optimization, where decisions are made based on current information on asset returns and transaction costs. The
study’s novelty is that the transaction costs are integrated within the optimization problem in a high-dimensional
portfolio setting where the number of assets is larger than the sample size. We propose a nonconvex turnover
penalization model for large portfolios considering two types of transaction cost, the proportional transaction cost
and the quadratic transaction cost. We establish the desired theoretical properties under mild regularity conditions.
Monte Carlo simulations and empirical studies using S\&P 500 and Russell 3000 stocks show the satisfactory
performance of the proposed portfolio and highlight the importance of taking into account the transaction costs

when rebalancing a portfolio.
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Anderson Acceleration for Nonsmooth Fixed Point Problems
W |/REIIL R

WMEME: In this talk, we give new convergence results of Anderson acceleration for the composite max fixed
point problem. We prove that Anderson (1) and EDIIS (1) are g-linear convergent with a smaller g-factor than
existing q-factors. Moreover, we propose a smoothing approximation of the composite max function in the
contractive fixed point problem. We show that the smoothing approximation is a contraction mapping with the
same fixed point as the composite max fixed point problem. Our results rigorously confirm that the
nonsmoothness does not affect the convergence rate of Anderson acceleration method when we use the proposed
smoothing approximation for the composite max fixed point problem. Numerical results for constrained minimax
problems, complementarity problems and nonsmooth differential equations are presented to show the efficiency

and good performance of the proposed Anderson acceleration method with smoothing approximation.
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Tight Bounds for Rainbow Partial F-tiling in Edge-colored Complete Hypergraphs
REE WMKE

MM E: For an r-graph F and integers n,t satisfying t<n/v (F) ,letar (ntF) denote the minimum integer N
such that every edge-coloring of Krn using N colors contains a rainbow copy of tF, where tF is the r-graphs
consisting of t vertex-disjoint copies of F. The case t=1 is the classical anti-Ramsey problem proposed by
Erdés--Simonovits--S6s. When F is a single edge, this becomes the rainbow matching problem introduced by
Schiermeyer and Ozkahya—Young. We conduct a systematic study of ar (n,tF) for the case where t is much
smaller than ex (n,F)/n""L. Our first main result provides a reduction of ar(n,tF) to ar(n,2F) when F is bounded
and smooth, two properties satisfied by most previously studied hypergraphs. Complementing the first result, the
second main result, which utilizes gaps between Turdn numbers, determines ar (n,tF) for relatively smaller t.
Together, these two results determine ar (n,tF) for a large class of hypergraphs. Additionally, the latter result has
the advantage of being applicable to hypergraphs with unknown Turan densities, such as the famous tetrahedron
KS .
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Combinatorial Nullstellensatz, Kadison-Singer Problem and List-avoiding Orientation
R BERZ

MEME: We prove the duality Theorem and the Decomposition Theorem for the application of Combinatorial
Nullestellensatz. We apply them on the list-avoiding orientation problem introduced by Akbari, Dalirrooyfard,
Ehsani, Ozeki, and Sherkati. Together with the result on the Kadison-Singer Problem, for the graphs such that
every edge has small effective resistance, we prove the asymtopic results of the conjecture of Akbari et al, that if

each vertex v in a graph with forbidden out-degree list F (v) of size at most (0.5-0 (1) ) d (v) , then there
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is an orientation D of G such that all the vertices at an out-degree not in the forbidden list.
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Coefficientwise Total Positivity in Combinatorics
PMEE LHIMTERE

M E: Total positivity of matrices plays an important role in various branches of mathematics. In this talk, we
will present the criteria for coefficientwise total positivity. In particular, we in a unified manner apply our results

to some combinatorial triangular arrays and polynomials.
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Product Selection with Signals in Social Commerce Market: An Experimental Study

28 ERKE

WMERE: In social commerce markets, selecting the right product to be sold is a crucial decision that relies on
available signals indicating the products' market popularity. However, human decision-makers exhibited biases in
interpreting these signals' strength and quantity  ( Griffin and Tversky 1992 ) , which may result in product
selection mistakes. The mistakes will cause a less popular product to be chosen for selling. To address this issue,
we develop a behavioral model and characterize the necessary and sufficient conditions of signal strength and
quantity for product selection mistakes. By conducting experiments, we estimate the parameters of human bias
and show that human subjects may select a less profitable product due to either overestimating or underestimating
the products' market popularity. Specifically, these mistakes occur when one product has higher signal strength
but lower signal quantity compared to the other, or vice versa. This highlights the importance of considering both
signal strength and quantity for correct product selection in social commerce markets. We further explore the

impact of product selection mistakes on operations performance.
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The Optimization of Inbound Marketing: Assortment Planning, Pricing Management, and

Paid Advertising
B RFR

45 E: We consider the problem of assortment and pricing for retailers who offer substitutable products in two

stages, for example, due to limited space or diversifying consumers' cognitive costs. Because customers are not
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aware of the existence of the products in the second stage upon arriving, the products in the first stage serve as a
purpose to captivate customers until the second stage. We develop a two-stage choice model, under which a
customer only proceeds to the second stage when she does not choose the outside option in the first stage and the
customer in the second stage makes a choice among all products in two stages. We find that the assortment
problem is NP-complete. Thus, we give a tight 1/2-approximation algorithm and also devise a fully
polynomial-time approximation scheme. We give the optimal policy for the joint assortment and pricing problem
and show an interesting insight that, a optimal product-invariant price in the second stage should be first lowered
and then raised as the total product attractiveness of the second stage increases. We estimate choice models using
a real data set on JD.com and show that the choice model with product unawareness may provide a better fit on
consumer choice than the multinomial logit model and a mixture of multinomial logit models. Furthermore,

ignoring product unawareness may lead to a significant loss of revenue.
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Multi-Objective Home Healthcare Routing Problem Considering Multiple Time Windows and

Complex Uncertainty Scenarios
MR SRR ZE

WEME: Caregiver pathway planning is one of the most important tasks in a home healthcare organization, and
the development of a practical visit pathway needs to take into account the impact of many factors. Based on this,
this paper proposes a multi-objective home healthcare routing planning problem considering a complex uncertain
scenario, which takes into account three uncertain parameters: caregiver departure time, client demand, and travel
time and constructs a robust optimization model. The model considers the case of clients with varying numbers of
multiple time windows and optimizes three objectives, including minimizing the total cost of service, enhancing
client satisfaction, and balancing the caregiver workload, subject to the constraints of skill matching, client and
caregiver interpersonal relationships, and maximum work hours. Then we use the improved multi-task constrained
multi-objective optimization algorithm (MC-LS-MTCMO) by adding a multi-modal crossover operator, local
search operator, and elite guidance strategy to solve the model. Experimental results show that the algorithm can
provide a large number of feasible non-dominated solutions for decision-makers to choose from. By comparing
with MTCMO, and NSGA-II algorithms, it is shown that the algorithm can obtain a larger number of feasible

nondominated solutions with good diversity, convergence, and distribution.
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Asymptotically Optimal Dispatch Policies for Emergency Medical Services
e LT A
MEME: Emergency medical services (EMS) are vital for ensuring timely and effective healthcare delivery.
Ambulance dispatching in EMS directly influences patient outcomes. These systems face the challenge of
managing limited resources to respond promptly to emergency calls while maintaining the capacity to address
potential future incidents. We model the problem as a continuous-time stochastic system and determine the
dispatch decision for each sequentially observed call to minimize the system-wide average cost. We consider the
heterogeneous nature of call arrivals and general service time distributions with heterogeneous rates. To address
this problem, we develop an easy-to-implement and near-optimal policy based on Lagrangian relaxation for the
exponent approximation of the original problem. Using a novel proof technique, we show that our policy achieves
performance within O (1/ (V8) ) of the optimal. Our case study, based on real data from New York City,
demonstrates that implementing the proposed policy can effectively reduce costs under varying levels of requests.
Empirically, our policy consistently outperforms widely applied benchmarks in both high and low-traffic regimes.
This study also provides insights into the effectiveness and limitations of myopic policies and underscores the

value of properly adopting mutual-aid policies.
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Stochastic Functions Learning from Distribution-Driven Data

KILE RIEKZF

MEME: This work delves into the learning of stochastic functions from distribution-driven data. Utilizing the
empirical risk minimization (ERM) approach, we construct a stochastic minimax optimization problem from the
distribution-driven data to recover the target random function. The generalization bound of the ERM approach is
established based on annealed VC entropy. When the hypothesis set of functions is parameterized by a vector over
a compact set, the optimization problem is simplified to a finite-dimensional stochastic composite minimax
problem. This problem can be solved through a stochastic compositional gradient descent ascent method. Under
mild conditions, the method is proved to converge almost surely to an optimal solution and achieve a sublinear

convergence rate. (This is a joint work with Jia Wu and Xiantao Xiao)

WA N 5RO, RICKR TR RS R E K BATER A0 B3R . H BT R SR <R
P S BEHLALRI™ . 58 A 55 B AR Gl bR 2 0, Bn G T IR I 78 [ BRI R ] 1)
Math. Programming, Operations Research, SIAM J. Optimization, Mathematics of Operations Research,
Mathematics of Computation KX T2 is. SR EIEE PS5 HE, P EEEZSBFIN 28
HERK, TEiEEA2EM TRESEMNEEHE D 2 HFERK. BUE (APJOR) Ml (B%FF2M) #HE.
2020 FREGHEHBEFEZBEN AR,

AR AN IR B B AT A R
P4 RS RE

WERE: X HARKRH, Fn 8 TR A 35 SO B M REFE 00 IR e T RO XU e Ae o 26T
KBRS, TRAPONIGE b i Al IR BT, R TCBURANT 3 A S8 R 30T Aol e A S o HE R 8
R . EEARE: 1) RIS 5 B VIR HE BRI, A R Z SRR 24 Al i i
DB R, R IMES R ZO S k3R R SRR I . 20 SINARMLTE S, PR 52 S 3k i (A 450 0%
PRI L, B R B DR 3 Al T PR SR AR . 3D SRVEMIE R AR AR DT I SRR R, IRFUA
[FIRL I G540 T A ORI R B AR SR £ SR 3R e 4D A PR ar SN BERIBE 8 8 13 7 B F) A
A G S X JRHE R SR LR BF 5 B R s R R

WA NN FIE, B L, FSFREATHE R ERE B, AR, BT EIZE AR
B HSHE, MAR, PHEBASAHE RGBS, RS RAIRT B TR B, PR
Til Mathematics 942 . WFFLUREFE RN HEE BS540 LEIREZEEH . A2 BIe AR, I

80



HitEE L%, O7F NRL. EJOR. IUPE. IJPR. ANOR. RESS. A% TFEHL 550, R4 T A5
WIT R FAF IR 80 &k, THRIEF HMREIZEELTIH 2 T,

B fa TR R L SHIE R
BHR LR HRKE

WEMWE: BHERT 2016 FAETEERKFHERF RIRF 5400, 2018 FAETHE R HFL 2= FIR L5
£, 2021 FAEH ERFEH R RPE LA, DONIEEMU SR R ZFE IS S R4 TR %P e A
TJE. HEEEFZSAHE RGP MREAHERITTNEEANZ —, LEFRER AR
STFETH AE S E S s =54, 76 IEEE TFS. FODM TR LR %E T 25 SCI A RIL L.

AN IR [F S BeAE 2023 SFENART (5T E A E) 45 H B hn N A AL TR IS
BRW R, s RS ThRE . PERE K AT SEIE — Ak it B vl S PE B iRl o] A A E BB 1 er
AR, B RN SO A R G SEVE R SE B R G, BERHR T SEVE BNE TR AR U RIE A R
MR EA G BRI GE A A, SR TR SRR IR, AR GRE A A T T S A )
P SREESLIR I IE AT R AR, BT —BRE RS RS, &R, MK LSRR
ARBWE TR RESIE, RGP TR R o I R R pn 2 BRI SOt BadE s 1. w56
UETG B R e, FAEEZKE R TR & RETE MM A iy il FE USRS 2 Ak 2 D ) SAE S 471 o

W PLE AR T R Is AT R 5k
B AR E KR

WEMWE: REWTPIE BRI, EiaE BN K. AEARY K. BRENEKE G, gl
R BB P, AR BB AL SR T 1ok 7 BRI . BRI, anfr et A AT R AL 205 R LR RIE AT
REFEAIRAS, SEBLA REIRHRAZR (u AT, RO 1 24 ATl T B S i 8 3 1 DI QTR K 1) e A4 75 T 17
SR T B S T RERHE, SRATBCRIUAL T, S8 T BN AT REISAT I =R A ROT i, AR fh 2 AL
WHEISAT . EfLis . #E, BRI, it AN AR RS, AT T R EI,
Bl s ge 45 RIGUE 1A R IIR G PR . B, $RH T RIEE— 2B IF R IRT 7T 1 o

WENEA: HOLX%, B, WA, JERSCE Ry RGR AR KPINFEZ @I E 5%
HITTHIETE, KR ARRIL 200 2R HARCAARZEZN 3 38, IRIBURK LRI AT AR 30 RIT. 2
EEANT. E. BEREFEAA TR FEETHHONHAA F T RIANEE, EXEREEES
O FUREAR I A B AR toO I H BT P77 7 5T N S8 )a SRECE 8 B AR RL 2 R D — 48 22 (3 1D
I T B AL E P s RGP — S P E BEfb e e HRR R TR, e EE RS TR
SWFHE, PERAGTEYSHE, PEHZE SR, WA TRSE Y2 Fellow. CIHIZ T
243171 Transportation Research Part B 423, Urban Rail Transit 8] 4. 2 EME—ZERIAT] (R TR
) Wz, Cdisii TESEBFIR) wES.

81



H HEmER S

An Improved Pseudopolynomial Time Algorithm for Subset Sum
1 PN

WMERME: We investigate pseudo-polynomial time algorithms for Subset Sum. Given a multi-set X of n positive
integers and a target t, Subset Sum asks whether some subset of X sums to t. Bringmann proposes an
O (n + t)-time algorithm [Bringmann SODA'17], and an open question has naturally arisen: can Subset Sum
be solved in O(n + w) time? Here W is the maximum integer in X. We make a progress towards resolving the

open question by proposing an O (n + \/Wt)-time algorithm.
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Efficiently and Globally Solving Joint Beamforming and Compression Problem in the

Cooperative Cellular Network via Lagrangian Duality
WER P EPHERLES RERHED B

MERE: The cooperative cellular network is a promising network architecture that can effectively mitigate the
multi-user interference, where multiple relay-like base stations (BSs) are connected to the central processor via
rate-limited fronthaul links and serve the users cooperatively. Despite the attractive advantages of full cooperation

between the BSs, the cooperative cellular network puts heavy burden on the required fronthaul links. To tackle
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this issue, we consider the joint beamforming and compression problem in the cooperative cellular network. In
this talk, we first show that there is no duality gap between the considered problem and its Lagrangian dual by
showing the tightness of the semidefinite relaxation of the considered problem. Then we propose an efficient
algorithm based on Lagrangian duality for solving the considered problem. The proposed algorithm judiciously
exploits the special structure of the Karush-Kuhn-Tucker (KKT) conditions of the considered problem and finds
the solution that satisfies the KKT conditions via two fixed-point iterations. Numerical results verify the

efficiency and the global optimality of the proposed algorithm.
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BAT Stocks Pricing via Deep Learning Framework Concerning Co-integration Time Series

Effects and Hierarchical Graph Relations
E&HTFT MILHEKRFE

WG E: Graph networks are often used in finance in asset pricing considering firm relations. However, these
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papers dismissed the important features that co-integration may exist in the propagation. Moreover, simple
representation from the financial ratios overlooks the hierarchical relation. In this study, we propose a hierarchical
graph attention network to address both problems in BAT (Baidu, Alibaba, Tencent) affiliated stocks asset
pricing. This is achieved by using hierarchical graph relations from up to down covering market state, industry
intensity, and heterogeneous conditions, and applying the unmasked attention mechanism to infer the dynamic
firm prices from technical indicators, special macro variables, and the capital investors' BAT prices co-integration
fused by a novel tenor-based extractor. Experiments on the BAT and its investing listed stocks demonstrate the

superiority of the proposed frame over the state-of-art algorithms, such as GCN, LSTM and TGC.

Efficient Global Algorithms for Transmit Beamforming Design in ISAC Systems
EiHE WN)IKE
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Covariance-Based Activity Detection in Cooperative Multi-Cell Massive MIMO: Scaling Law
and Efficient Algorithms

E7E PEMEREEE RGERET R

WM E: Device activity detection is an important task in massive machine-type communication (mMTC) in
5G and beyond wireless networks. In this talk, we will present recent results on the covariance-based activity
detection problem in a multi-cell massive multi-input multi-output (MIMO)  system. We will focus on both
theoretical analysis and algorithm design. In particular, for theoretical analysis, we demonstrate a quadratic
scaling law in the multi-cell system. This result shows that, the maximum number of active devices that can be
correctly detected in each cell increases quadratically with the length of the signature sequence and decreases
logarithmically with the number of cells. For algorithm design, we introduce two efficient accelerated coordinate
descent (CD) algorithms with a convergence guarantee for solving the device activity detection problem. The

first algorithm reduces the complexity of CD by using an inexact coordinate update strategy. The second
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algorithm avoids unnecessary computations of CD by using an active set selection strategy. Simulation results
show that the proposed algorithms exhibit excellent performance in terms of computational efficiency and

detection error probability.
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A Sustainable Extension System for Chinese Standard Spoken and Written Chinese Language

via Three-party Evolutionary Game
B/ IR AR

WE M E: Purpose -New media plays an important role in information dissemination in the era of big data.
Colleges and universities play an irreplaceable role in promoting the Chinese standard language. This study
explores whether there is a new promotion model in which the government, colleges and universities, and new
media collaborate to promote the Chinese standard language.

Design/methodology/approach —In this study, the government, universities, and new media are included in the
same research framework, and the evolutionary game method is used to analyze the behavioral choices and
evolutionary paths of tripartite based on whether they are involved in collaborative promotion. Based on the actual
situation, we put forward the concepts of basic income, cost of collaborative promotion, special fund support, and
so on, constructed the expectation function of the three parties, and established a replication dynamic equation. In
this manner, the evolutionary stabilization strategy of the three parties is analyzed, the key factors affecting the
interests are explored, and the asymptotic stabilization point and stabilization conditions are determined.

Findings — (1) There is existing that three parties jointly participating in the promotion of a Chinese standard
language. (2) In the early stage, when a stable new model of spontaneous promotion cannot be formed, the
government should pay more attention to the industrial planning of language and culture and combat the chaos of
new media. (3) After initially forming a new model of stable promotion, the government should focus more on

promotion support and cost subsidies for universities and new media, as well as cracking down on new media
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chaos.

Practical implications/limitations —This paper proposes a tripartite and efficient strategy for the dissemination of
the Chinese standard language and culture. First, the government must always crack down on new media chaos.
Second, when the government guides and promotes the formation of a new model in the early stage, it should
make good plans for the language and culture industry, and at the same time do a good job in subsidizing the cost
of new media promotion. Third, when the government continues to promote the new model in the middle and later
stages, it should better grasp the intensity of financial support for colleges and universities. The limitation of this
paper is that it only discusses the existence and feasibility of a new model of tripartite promotion from the
perspective of government guidance. In the future, more details of this model will be discussed from the
perspective of new media and universities.

Originality/value —The promotion of the Chinese standard language is in a new stage of advancing toward
comprehensive popularization. Although there are relevant practices that have achieved certain results by
combining new media platform promotion models, no research has thoroughly analyzed the inherent feasibility of
this new promotion model combined with new media promotion from the perspective of evolutionary games. To
this end, in the process of promoting the Chinese standard language, this study innovatively applies the idea of an
evolutionary game to explore the inherent feasibility of the new model promoted by the government, universities,
and new media. This research can provide some internal theoretical proof for the existing successful practical
promotion model and reasonable policy suggestions for the subsequent high-quality promotion of Chinese

standard languages.

An Axiom System of the Analytic Hierarchy Process Based on the Completeness

of Preferences
RMEE THERE
MM E . Decision outcome is dependent on the preferences of decision makers (DMs) over alternatives. The
choice behavior of people usually exhibits the completeness of preferences. This paper reports an axiom system of
the analytic hierarchy process (AHP) under the theory of preferences. First, the existing axiomatic foundations
of AHP are analyzed. It is seen that the Saaty's one is based on the reciprocal property of comparison ratios, and
the uncertainty-induced one considers the breaking of reciprocal property. The former is limited to strict
mathematical intuition, while the latter could lead to confusion of preferences. Second, the completeness of
preferences is used to construct a constrained relation of comparison ratios, which is chosen as one of the axioms
to form a novel axiom system of AHP. Third, the concepts of approximate consistency and acceptable

approximate consistency are developed for pairwise comparison matrices (PCMs) . The index of measuring

approximate consistency is constructed using Spearman rank correlation coefficient to overcome the shortcoming
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in the existing one. The prioritization method is discussed to reveal that the geometric mean method is suitable for
PCMs with approximate consistency. It is revealed that the developed axiomatic foundation of AHP reasonably
embeds the preference information of DMs. The results help to identify how to flexibly apply AHP in a practice

case by considering the complete preferences of DMs under uncertainty.

Reducing Environmental Footprints and Promoting Health: Optimizing Dietary Structure

in China
X BB RS RGR R

ME MW E: This paper aims to identify a dietary structure in China that can enhance people’s health while
significantly reducing environmental footprints. Aligned with the United Nations Sustainable Development Goals,
this study incorporates four essential types of footprints associated with food consumption: land, water, CO2 and
CH4footprints, with particular emphasis on the often-overlooked CH4 footprint, whose warming impact is 25
times greater than that of CO2. Employing the structural decomposition analysis method, we find that, the dietary
structure had the most contribution in reducing environmental footprints than those of population size,
urbanization rate, and per capita food consumption volume in China after 2018. To assess the environmental
impacts of different dietary structures, we set three scenarios: the current dietary structure SO, a developing dietary
structure S1, and an optimal dietary structure S2 designed through an optimal model based on the dietary
guidelines for Chinese residents (DGCR)  2022. We measure the environmental footprints resulting from
residents’ dietary structure across the three scenarios for the years 2025 and 2030. The optimal dietary structure in
S2, which aligns closely with DGCR 2022, features meat and poultry consumption at 3.59% and 3.26% of per
capita food consumption volume in 2025 and 2030, cereal and tubers at 20.48% and 21.20% and milk and dairy
products at 24.47% and 24.40% in 2025 and 2030. Comparatively, S2 demonstrates significant reductions in
environmental footprints when compared to SO. Specifically, the land, water, CO2 and CH4 footprints caused by
residents’ food consumption in S2 would drop by 10.50%, 19.01%, 14.32%, 14.32% respectively in 2025, and by
11.14%, 19.85%, 15.27%, 15.27% in 2030, respectively. Importantly, the reduced environmental footprints
achieved in S2 are more than 1.8 times greater than those in S1. The findings highlight the potential of the dietary
structure in S2 to improve residents’ health while concurrently reducing environmental footprints. These results
offer a basis for designing effective policies that guide both urban and rural Chinese residents towards healthier

and environmentally sustainable dietary choices.
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Sparse Signal Reconstruction: Sequential Convex Relaxation, Restricted Null Space Property

and Error Bounds

FWE HEE TR

MEME: For (nearly) sparse signal reconstruction problems, we propose an inexact sequential convex
relaxation algorithm (iSCRA-TL1) by constructing the working index set iteratively with a simple and adaptive
strategy, and solving inexactly a sequence of truncated ;-norm minimization subproblems. A toy example is
provided to demonstrate that the exact version of iSCRA-TL1 can successfully reconstruct the true sparse signal,
but almost all the present sequential convex relaxation algorithms starting from an optimal solution of the
1-norm minimization fail to recover it. To provide theoretical guarantees for iSCRA-TL1, we introduce two new
types of null space properties, restricted null space property (RNSP) and sequential restricted null space
property (SRNSP), and prove that they are both weaker than the common stable NSP, while their robust versions
are not stronger than the existing robust NSP. Then, we justify that under a suitable (robust) SRNSP,
iSCRA-TL1 can identify the support of the true -sparse signal or the index set of the first  largest (in modulus)
entries of the true nearly -sparse signal via at most  truncated ;-norm minimization, and the error bound of
its final output from the true (nearly) -sparse signal is also quantified. To the best of our knowledge, this is
the first sequential convex relaxation algorithm to recover the support of the true (nearly) sparse signal under a
weaker NSP condition within a specific number of steps, provided that the classical 1 -norm minimization

problem lacks the good robustness.

FIER B REEHER: DHGHRPK
A ZMETKE

WMEME: We design, analyze and test a type of primal dual algorithms with sequence convex combination and
larger step sizes, for solving bilinear or general convex-concave saddle point problems. An  (1/ ) ergodic
convergence rate result is also established based on some measures, where N denotes the number of iterations.
When either the primal or the dual problem is strongly convex, an accelerated version is constructed to improve
the ergodic convergence rate from (1/ ) to (1/ 2). For linear equality constrained and regularized
least-squares problems, we further show that the proposed method and Chambolle-Pock’s primal-dual algorithm

are equivalent provided that some parameters are chosen properly.
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A Natural Sequential Quadratic Programming Method for Nonlinear Optimization
F3CFE FRMBHKEE

WMEME: The Sequential Quadratic Programming (SQP) method has shown remarkable performance in
addressing nonlinear optimization problems. However, it typically requires the Quadratic Programming (QP)

subproblems to be feasible. Various methods introducing QP subproblems with penalizations or perturbations
have been developed to ensure feasibility. In this study, we present a natural SQP algorithm iterated by a
stationary point of the classic QP subproblem, which is the minimizer closest to the feasible region. Feasibility for
both the initial problem and the classic QP subproblem is not assumed. Under usual assumptions, the proposed
algorithm globally converges to a solution with the least constraint violation. Specifically, the solution minimizes
the objective function within the set of minimizers for the measure of constraint violation. Furthermore, the
proposed method demonstrates a quadratic convergence rate. This approach is a natural extension of the classic
SQP method. When the original problem is feasible, our assumptions and conclusions align with the classical SQP

method. Numerical experiments validate the effectiveness and performance advantages of the proposed algorithm.
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Low-rank Approximation of Correlation Matrix for Classification Task

W& EITR#

MEME: Correlation matrices, symmetric positive semidefinite matrices with all diagonal elements being one,
play an important role in various fields, including multivariate statistical analysis, wireless communication
systems, and biological systems. In the case of large-scale data, the high dimensionality of correlation matrices
can significantly impact the efficiency of data analysis. Consequently, numerous methodologies have been
developed in recent years to accelerate the algorithms for data analysis involving high dimensional correlation
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matrices. We propose a low-rank approximation problem of correlation matrices in term of the von Neumann
divergence and design a preconditioned Riemannian trust-region Newton-tCG method for it.  Extensive
numerical experiments on large-scale classification tasks involving Gaussian processes validate the efficiency and

effectiveness of our proposed algorithm.
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Bi-Sparse Unsupervised Feature Selection
KRB EEXE

WEME: Unsupervised feature selection (UFS) , as a popular dimensionality reduction technique, has been
widely used in various high-dimensional analysis. However, most of the existing methods only consider a single
sparsity, which makes it difficult to obtain discriminative features. In this paper, we propose a new UFS method
via embedding L2,p-norm and Lp-norm with 0<p<1 into the classical principal component analysis (PCA)

framework. By adding the sparsity of different types, it can achieve the purpose of improving the accuracy of
identifying differential features. The core is that L2,p-norm can select significant features, while Lp-norm can
remove irrelevant redundant features and irregular noise, thereby complementing L2,p-norm to improve
discriminability. To solve the resulting nonconvex nonsmooth model, we develop an effective proximal alternating

minimization algorithm based on Stiefel manifold optimization and rigorously prove its convergence. Sufficient

numerical experiments validate the effectiveness and superiority of our proposed method.
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Federated Learning on Riemannian Manifolds with Differential Privacy

B 'R

5 EL: In recent years, federated learning (FL) has emerged as a prominent paradigm in distributed machine
learning. Despite the partial safeguarding of agents’ information within FL systems, a malicious adversary can
potentially infer sensitive information through various means. In this paper, we propose a generic private FL
framework defined on Riemannian manifolds (PriRFed) based on the differential privacy (DP) technique. We
analyze the privacy guarantee while establishing the convergence properties. To the best of our knowledge, this is
the first federated learning framework on Riemannian manifold with a privacy guarantee and convergence results.
Numerical simulations are performed on synthetic and real-world datasets to showcase the efficacy of the

proposed PriRFed approach.

Expected Residual Minimization Method for a Class of Stochastic Tensor

Variational Inequalities

ZHE& THARKKRE

45 E . This paper considers the expected residual minimization (ERM) formulation for a class of stochastic
tensor variational inequalities (STVI) where the involved set contains zero vector. Initially, we derive some
theoretical results regarding the H-eigenvalues of tensors and formulate a class of stochastic multi-person
nonoperative games as an STVI. Subsequently, we transform the STVI into an ERM problem by using the
regularized gap function and explore the properties of the object function. Furthermore, we use the quasi-Monte
Carlo method to address the ERM problem and conduct convergence analysis. Ultimately, we conduct numerical

experiments to validate our theoretical findings.

An Inexact Proximal MM Method for a Class of Nonconvex Composite Image

Reconstruction Models

FHe FHETRE

WM E . This paper concerns a class of composite image reconstruction models for impluse noise removal,
which is rather general and covers existing convex and nonconvex models proposed for reconstructing images

with impluse noise. For this nonconvex and nonsmooth optimization problem, we propose a proximal

93



majorization-minimization (MM) algorithm with an implementable inexactness criterion by seeking in each step
an inexact minimizer of a strongly convex majorization of the objective function, and establish the convergence of
the iterate sequence under the KL assumption on the constructed potential function. This inexact proximal MM
method is applied to handle gray image deblurring and color image inpainting problems, for which the associated
potential function satisfy the required KL assumption. Numerical comparisons with two state-of-art solvers for

image deblurring and inpainting tasks validate the efficiency of the proposed algorithm and models.

Graph-based Square-Root Estimation for Sparse Linear Regression
IR R R

M EHHE: In this paper, we propose a novel and general graph-based square-root estimation (GSRE) model for
sparse linear regression. Specifically, we use square-root-loss function to encourage the estimators to be
independent of the unknown standard deviation of the noise and design a sparse regularization term by using the
graphical structure among predictors in a node-by-node form. Based on the predictor graph with special structure,
we highlight the generality by analyzing that the model in this paper is equivalent to several classic regression
models. Theoretically, we also analyze the finite sample bounds, asymptotic normality and model selection
consistency of GSRE method without relying on the standard deviation of noise. In terms of computation, we
employ the fast and efficient alternating direction method of multipliers. Finally, based on a large number of
simulated and real data with various types of noise, we demonstrate the performance advantages of the proposed

method in model selection, variable estimation and prediction.

A Sparse Optimization Approach for Simultaneous Orthogonal Tensor Diagonalization

ZRA TR

w2 8 E . This paper presents a sparse optimization method for the simultaneous orthogonal tensor
diagonalization. The model treats off-diagonal elements of tensors as entities requiring sparsity, guided by an 1
norm regularizer to optimize the diagonalization process. A gradient-based alternating multi-block Jacobi-AMB
algorithm is developed to address the optimization problem on the product of orthogonal groups. We establish a
sufficient descent inequality, thereby confirming global convergence when > 1 using the convergence theorem
based on the Euclidean Kurdyka-t.ojasiewicz property. Numerical experiments demonstrate that the Jacobi-AMB

performs well in efficiency; under certain circumstances, its stability and effectiveness also perform well.
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Faster Accelerated First-order Methods for Convex Optimization with Strongly Convex

Function Constraints
WiRiE LA KE

WM E: In this paper, we introduce faster accelerated primal-dual algorithms for minimizing a convex function
subject to strongly convex function constraints. Prior to our work, the best complexity bound was (1/ ),
regardless of the strong convexity of the constraint function. It is unclear whether the strong convexity assumption
can enable even better convergence results. To address this issue, we have developed novel techniques to
progressively estimate the strong convexity of the Lagrangian function. Our approach, for the first time,
effectively leverages the constraint strong convexity, obtaining an improved complexity of  (1/+/). This rate
matches the complexity lower bound for strongly-convex-concave saddle point optimization and is therefore
order-optimal. We show the superior performance of our methods in sparsity-inducing constrained optimization,
notably Google's personalized PageRank problem. Furthermore, we show that a restarted version of the proposed
methods can effectively identify the optimal solution's sparsity pattern within a finite number of steps, a result that

appears to have independent significance.

Tilt Stability of Ky-Fan k-norm Composite Optimization

MEZ JTRINEKRE

4 M E . This paper concerns the tilt stability for the minimization of the sum of a twice continuously
differentiable matrix-valued function and the Ky-Fan k -norm. By using the expression of second subderivative
of the Ky-Fan K -norm, we derive a verifiable criterion to identify the tilt stability of a local minimum for this
class of nonconvex and nonsmooth problems. As a byproduct, a practical criterion is achieved for the tilt stable

solution of the nuclear-norm regularized minimization.
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A Family of Spectral Conjugate Gradient Methods with Strong Convergence and Their

Applications in Image Restoration and Machine Learning

B THERBRKE

WMEME: In this paper, we propose a family of spectral conjugate gradient methods for solving unconstrained
optimization problems. Specifically, we provide two classes of bounded spectral parameters to be chosen, design a
new truncation scheme of the non-negative conjugate parameter and set a restart procedure in our search direction.
Independently of the specific spectral parameter, conjugate parameter and line search criterion, we prove that our
proposed family satisfies the sufficient descent condition. We also prove its strong convergence under mild
assumptions and the weak Wolfe line search. Numerical comparisons with other methods demonstrate the
outstanding performances of our algorithm for solving medium-large-scale unconstrained optimization, image

restoration and machine learning problems.

Properties of Solution Sets of Linear Complementarity Problems over Tensor Spaces
PN Bt K

MEFHE: In this talk, we propose some properties of solution sets of linear complementarity problems over
tensor spaces, denoted by TLCP, which is an extension of the classical linear complementarity problem. First, we
introduce several classes of structured tensors over tensor spaces. We provide some examples to illustrate their
relationship and study some of their properties. Second, we obtain the lower and upper bounds of solutions in the
sense of the infinity norm of the TLCP. Finally, we discuss the relationship between global uniqueness and
solvability of the TLCP and T- (strictly) semi-positive tensors. We also proved that the TLCP has a unique

solution when the coefficient tensor is a T-P tensor.
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On Partly Smoothness, Activity Identification and Faster Algorithms of over
Minimization
P B
WEHE: . The L,/L, norm ratio arose as a sparseness measure and attracted a considerable amount of attention
due to three merits: (i) sharper approximations of L, compared to the L;; (ii) parameter-free and
scale-invariant; (iii) more attractive than L; under highly-coherent matrices. In this paper, we first establish the
partly smooth property of L; over L, minimization relative to an active manifold and also demonstrate its
prox-regularity property. Second, we reveal that ADMM, Cor ADMMg)  can identify the active manifold within
a finite iterations. This discovery contributes to a deeper understanding of the optimization landscape associated
with L; over L, minimization. Third, we propose a novel heuristic algorithm framework that combines ADMM,
(or ADMMy  with a globalized semismooth Newton method tailored for the active manifold . This hybrid
approach leverages the strengths of both methods to enhance convergence. Finally, through extensive numerical
simulations, we showcase the superiority of our heuristic algorithm over existing state-of-the-art methods for

Sparse recovery.

A Max-Min-Max Algorithm for Large-Scale Robust Optimization
Wl WYIKRE
MEHME: Robust optimization (RO) is a powerful paradigm for decision making under uncertainty. Existing
algorithms for solving RO, including the reformulation approach and the cutting-plane method, do not scale well,
hindering the application of RO to large-scale decision problems. In this work, we devise a first-order algorithm
for solving RO based on a novel max-min-max perspective. Our algorithm operates directly on the model
functions and sets through the subgradient and projection oracles, which enables the exploitation of problem
structures and is especially suitable for large-scale RO. Theoretically, we prove that the oracle complexity of our
algorithm for attaining an e-approximate optimal solutionis ( “3) or ( ~2), depending on the smoothness of
the model functions. The algorithm and its theoretical results are then extended to RO with projection-unfriendly

uncertainty sets. We also show via extensive numerical experiments that the proposed algorithm outperforms the

reformulation approach, the cutting-plane method and two other recent first-order algorithms.
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Strengthening Lasserre's Hierarchy in Real and Complex Polynomial Optimization

ER FEBEREES RARET TR

WEME: In this talk, we derive new positive semidefinite conditions of rank-one moment sequences via shift
operators, and utilize these conditions to strengthen Lasserre's hierarchy for real and complex polynomial
optimization. Moreover, we integrate the strengthening technique with correlative sparsity and sign symmetries
present in polynomial optimization problems. Various numerical examples will be presented to show that the
strengthening technique can significantly improve the bound (especially for complex polynomial optimization)
and allows to achieve global optimality at lower relaxation orders, thus providing substantial computational

savings and considerable speedup.
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An Inexact Projected Regularized Newton Method for Fused Zero-norms

Regularization Problems
REE BBETRY
WMEME: In this talk, we are concerned with structured o -norms regularization problems, with a twice
continuously differentiable loss function and a box constraint. This class of problems have a wide range of
applications in statistics, machine learning and image processing. To the best of our knowledge, there is no

effective algorithm in the literature for solving them. In this paper, we first obtain a polynomial-time algorithm to

find a point in the proximal mapping of the fused g-norms with a box constraint based on dynamic programming
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principle. We then propose a hybrid algorithm of proximal gradient method and inexact projected regularized
Newton method to solve structured o-norms regularization problems. The whole sequence generated by the
algorithm is shown to be convergent by virtue of a non-degeneracy condition, a curvature condition and a
Kurdyka-{\L}ojasiewicz property. A superlinear convergence rate of the iterates is established under a locally
H\"{o}1derian error bound condition on a second-order stationary point set, without requiring the local optimality
of the limit point. Finally, numerical results highlight the features of our considered model, and the superiority of

our proposed algorithm.

On Adaptive Stochastic Extended Iterative Methods for Solving Least Squares
WRF IERMEHRKE

WM E: In this talk, we propose a novel adaptive stochastic extended iterative method, which can be viewed as
an improved extension of the randomized extended Kaczmarz (REK) method, for finding the unique minimum
Euclidean norm least-squares solution of a given linear system. In particular, we introduce three equivalent
stochastic reformulations of the linear least-squares problem: stochastic unconstrained and constrained
optimization problems, and the stochastic multiobjective optimization problem. We then alternately employ the
adaptive variants of the stochastic heavy ball momentum (SHBM) method, which utilize iterative information to
update the parameters, to solve the stochastic reformulations. We prove that our method converges linearly in
expectation, addressing an open problem in the literature related to designing theoretically supported adaptive
SHBM methods. Numerical experiments show that our adaptive stochastic extended iterative method has strong

advantages over the non-adaptive one.

STAR-Net: An Interpretable Tensor Representation Network for Hyperspectral Image

Denoising
BRE LigkE

WEME: Hyperspectral image (HSI)  denoising is an important topic in machine learning and pattern
recognition. Although tensor representation-based methods have achieved promising denoising performance, we
found that there exist two obvious shortcomings: (1) lack of non-local similarity (NSS) ; (2) sensitivity
to parameter selection. To this end, we propose a novel HSI denoising method called STAR-Net by integrating
NSS into the tensor representation framework, which has not been studied before. In particular, we develop a deep
unfolding algorithm based on alternating direction method of multipliers (ADMM) , in which all parameters can
be learned through network training, thus successfully solving the difficulty of parameter selection. In addition,
we extend STAR-Net to a sparse variant called STAR-Net-S to deal with the interference caused by non-Gaussian
noise. Numerical experiments verify the superiority of our proposed STAR-Net and STAR-Net-S compared with
the state-of-the-art HSI denoising methods.
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Reformulations and Numerical Methods for Bilevel Programs

7R EABBIRE

WEFHE: In this talk, we discuss the Moreau envelope-based gap functions for bilevel programs. By using these
functions, different types of bilevel programs can be reduced to single-level programs with multiple or just a
single smooth inequality constraint. Building on these reformulations, we can develop provably gradient-based
algorithms for both unconstrained and constrained bilevel programs. These algorithms are Hessian-free, avoid
second-order derivatives, and can be efficiently implemented in a single-loop manner, making them well-suited

for large-scale applications.

Double Variance Reduction: A Smoothing Trick for Composite Optimization Problems
without First-Order Gradient

Mgl PRI AE
WEE: Variance reduction techniques are designed to decrease the sampling variance, thereby accelerating
convergence rates of first-order (FO) and zeroth-order (ZO) optimization methods. However, in composite
optimization problems, ZO methods encounter an additional variance called the coordinate-wise variance, which
stems from the random gradient estimation. To reduce this variance, prior works require estimating all partial
derivatives, essentially approximating FO information. This approach demands O (d) function evaluations (d is
the dimension size ), which incurs substantial computational costs and is prohibitive in high-dimensional scenarios.
This paper proposes the Zeroth-order Proximal Double Variance Reduction (ZPDVR) method, which utilizes

the averaging trick to reduce both sampling and coordinate-wise variances. Compared to prior methods, ZPDVR

relies solely on random gradient estimates, calls the stochastic zeroth-order oracle (SZO) in expectation O (1)

times per iteration, and achieves a O(d(n + w)log%) SZO query complexity in the strongly convex and smooth
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setting, where w represents the condition number and € is the desired accuracy. Empirical results validate the

linear convergence of ZPDVR and demonstrate its superior performance over other related methods.
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Bilevel Optimization for Machine Learning: New Paradigms and Algorithmic Designs
FUER MRS

MEHE. Bilevel optimization is a mathematical modeling approach that captures hierarchical structures within
problems. It finds extensive applications in areas such as meta-learning and adversarial learning. In practical
applications, constraints can provide a more accurate representation of physical systems. However, constrained
bilevel programming is more challenging due to the presence of constraints. Existing algorithms suffer from high
computational complexity and theoretical demands, which significantly limit the application of bilevel
optimization.

This presentation will introduce a new paradigm in bilevel optimization algorithm design, starting from a value
function-based reformulation. We will present a series of innovative algorithmic strategies without strongly
convex assumption and second-order information. In addition to the reformulation of bilevel optimization
problems, the presentation will also discuss the related theoretical properties and numerical performance, which
does imply the potential advantages of value function-based bilevel optimization algorithms from both theoretical

and practical perspectives.

Frank-Wolfe type Methods for a Class of Nonconvex Inequality-constrained Problems
B E WL TR
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Semidefinite Linear Programming Duals for Two-Stage Adjustable Robust Quadratic

Optimization
KR ERKE

MM E: This paper is devoted to the study of a class of two-stage adjustable robust quadratic optimization
problems with affine decision rules, where both the objective and constraint functions involve spectrahedral
uncertain data. By using a new robust constraint qualification condition, necessary and sufficient conditions
expressed in terms of linear matrix inequalities are established for the optimal solutions of the adjustable robust
quadratic optimization problem. Subsequently, based on the obtained optimality conditions, a semidefinite linear
programming (SDP) dual problem of this adjustable robust quadratic optimization problem is proposed. Then,
weak and strong duality properties between them are established. The obtained results provide us with a way to
find an optimal value of a two-stage adjustable robust quadratic optimization problem by solving its SDP dual
problem. Furthermore, as a special case, the second-order cone programming (SOCP) dual for the two-stage

adjustable robust separable quadratic optimization is considered.
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An Inertial Hybrid DFPM-based Algorithm for Constrained Nonlinear Equations with
Applications

KR TR RRKE

WG M E . The derivative-free projection method (DFPM) has good theoretical properties and numerical
performance for solving nonlinear monotone equation systems with convex constraints. In this paper, based on the
CD conjugate parameter, a modified conjugate parameter is designed by using hybrid technique. By embedding
the improved inertial extrapolation step and incorporating the restart procedure in the design for the search
direction, the resulting direction satisfies the sufficient descent and trust region properties which are independent
of the choices of the line search. The global convergence and Q-linear convergence rate of the proposed algorithm

are established under mild conditions. Finally, by applying tuning technique, through a series of numerical
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experiment results, it is proven that this algorithm has advantages in solving nonlinear monotone equation systems

with convex constraints and handling compressed sensing problems.

Solving Separable Convex Optimization via Second-order plus First-order primal-dual

Dynamical with Time Scaling and Tikhonov Regularization

IR ER TR KRS

WM E: This paper deals with a Tikhonov regularized second-order plus first-order primal-dual dynamical
system with time scaling for separable convex optimization problems with linear equality constraints. This system
consists of two second-order ordinary di erential equations for the primal variables and a first-order ordinary
di erential equation for the dual variable. By utilizing the Lyapunov analysis approach, we obtain the
convergence properties of primal-dual gap, the objective function error, the feasibility measure and the gradient
norm of the objective function along the trajectory. We also establish the strong convergence of the primal
trajectories generated by the dynamical system towards the minimal norm solution of the separable convex
optimization problem. Furthermore, we give some numerical experiment results to illustrate our theoretical

results.

The Rank-1 Completion Problem for Cubic Tensors
A& MEKE
5 E: We study the rank-1 tensor completion problem that finding missing values for a partially given tensor.
We show that this problem is equivalent to a special rank-1 matrix recovery problem, and we propose both nuclear
norm relaxation and moment relaxation methods for solving this matrix recovery problem. Moreover, when the

tensor is strongly rank-1 completable, we show that the problem is equivalent to a rank-1 matrix completion

problem that can be solved by an iterative formula.

A SOCP Relaxation for Quadratic Programming with a Second Order Cone Constraint and

Linear Inequalities via Simultaneous Diagonalization
A& WL TV K%
M EL: This paper designs a simultaneous diagonalization based second order cone programming (SDSOCP)
relaxation for quadratic programming with a second order cone constraint and linear inequalities (QSOC) . We

first equivalently rewrite the objective function by introducing a non-negative parameter and then reformulate the

primal problem by substituting the variable with a nonsingular matrix, creating simultaneously diagonalizable
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objective and constraint matrices. Then, a SDSOCP relaxation is designed based on the reformulated problem. In
comparison with the classical second order cone programming (SOCP) relaxation, there are two more convex
quadratic constraints in the SDSOCP relaxation, which play a positive role in strengthening the relaxation effect.
We further propose a more effective SDSOCP relaxation for a special case of QSOC and it is proved to be as tight
as the semidefinite programming (SDP) relaxation. Meanwhile, the computational complexity of the SDSOCP
relaxation is much lower than that of the SDP relaxation. Finally, we design a branch and bound algorithm based
on the SDSOCP relaxation and computational results are listed to illustrate the effectiveness of the proposed

algorithm.

Trust Region Methods For Nonconvex Stochastic Optimization Beyond Lipschitz Smoothness

FR; LML KE

HMEME: In many important machine learning applications, the standard assumption of having a globally
Lipschitz continuous gradient may fail to hold. This paper delves into a more general (LO,L1) -smoothness
setting, which gains particular significance within the realms of deep neural networks and distributionally robust
optimization (DRO). We demonstrate the significant advantage of trust region methods for stochastic nonconvex
optimization under such generalized smoothness assumption. We show that first-order trust region methods can
recover the normalized and clipped stochastic gradient as special cases and then provide a unified analysis to
show their convergence to first-order stationary conditions. Motivated by the important application of DRO, we
propose a generalized high-order smoothness condition, under which second-order trust region methods can
achieve a complexity of O(e™>%) for convergence to second-order stationary points. By incorporating variance
reduction, the second-order trust region method obtains an even better complexity of O(¢73), matching the
optimal bound for standard smooth optimization. To our best knowledge, this is the first work to show
convergence beyond the first-order stationary condition for generalized smooth optimization. Preliminary

experiments show that our proposed algorithms perform favorably compared with existing methods.
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Decomposition Algorithm for Two-stage Distributionally Robust Mixed Binary Programs with

Decision-dependent Ambiguity Sets
R WERE
WMEME: In this report, we introduce and study the two-stage distributionally robust mixed binary programs
( TSDR-MBPs ) under endogenous uncertainty, where the probability distribution of the second stage
uncertainty depends on the decisions made in the first stage. For TSDR-MBPs with mixed binary variables in the
first stage and binary variables in the second stage, we have developed a decomposition algorithm that integrates
Lagrangian cuts into the L-shaped method. Drawing from an analogous decomposition framework, we have also
devise an alternative algorithm to solve TSDR linear problems, characterized by the presence of continuous

variables in both stages. We investigate conditions for which our algorithms are finitely convergent. Furthermore,

our numerical experimentation confirm the efficacy of the algorithms we have introduced.

An Inexact Accelerated Stochastic PRSM with Convex Combination Proximal Centers for

Separable Convex Optimization

FERER TR REKE

M E: In recent years, the Peaceman-Rachford splitting method (PRSM) has garnered significant attention
due to the various demands of machine learning and big data relevant optimization. This paper focuses on solving
a family of separable convex optimization problems with linear equality constraints, where the objective function
is the sum of a convex but possibly nonsmooth function and an average of many smooth convex component
functions. To handle this kind of problems, we develop an inexact accelerated stochastic PRSM with convex
combination proximal centers (IAS-PRSM-ccpc) . The involved smooth subproblem in IAS-PRSM-ccpe is
addressed by using a linearization technique and an accelerated stochastic gradient method that incorporates the
variance reduction technique, while the nonsmooth subproblem is solved inexactly under a relative error criterion
to avoid the potential unavailability of the proximal operator. In addition, the convex combination technique is
introduced into the proximal center of each subproblem simultaneously. Moreover, we extend the range of the
convex combination parameters from [0.618,1) to [0,1), while still guaranteeing convergence. By an appropriate
choice for the involved algorithm parameters, we prove that the ergodic sublinear convergence rates of
IAS-PRSM-ccpe in the sense of expectation measured by the function value residual and constraints violation,
where represents the number of outer iterations. Under stronger assumptions, we further establish that the
expected iterate error converges to zero linearly. Finally, numerical experiments demonstrate that the proposed

method is effective for solving separable convex optimization problems encountered in big data applications.
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The Threshold for Powers of Tight Hamilton Cycles in Random Hypergraphs
HiR T EBERE

WG E: We investigate the occurrence of powers of tight Hamilton cycles in random hypergraphs. For every

+ -2

_1/( —1) then

=3 and =1, we show that there exists a constant >0 such that if = ()=
asymptotically almost surely the random hypergraph ~ (( , ) contains the th power of a tight Hamilton cycle.

This improves on a result of Parczyk and Person, who proved the same result under the assumption =

- _2) .
( -1 /) using a second moment argument.

Improved Approximation Algorithms for the k+-star Packing Problem and the Induced

Variant

BT DU BT REK

MM E: Given a connected graph  and a positive integer ,a (induced)  *-starisa (vertex-induced)
subgraph of  that contains a degree- vertex and  degree-1 vertices with = . The (induced)  *-star
packing problem is to cover as many vertices of  as possible using vertex-disjoint (induced)  *-stars in

Both the ™ -star packing problem and its induced variant are strongly NP-hard. In previous work, the ¥ -star

packing problem admits a ( /2+ 1)-anda ( /2+ 3/4+ 1/(8 + 4))-approximation algorithm for = 3, and

a 2-,a 9/5- and a 3/2-approximation algorithm for = 2. We provide improved algorithms with approximation
ratios of /2+1/2 and 4/3 for =3 and =2, respectively. We also present the first approximation
algorithm for the induced variant, where the approximation ratios are /2 +5/2 and 2 for =3 and =2,

respectively. All our algorithms are based on local-search strategies and the analysis is through the new idea of

weight distribution and transfer.
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Generalized Ramsey—Turan Density for Cliques
LE= LNKE
MEME: We study the generalized Ramsey-Turan function RT (n, Ks, Kt, 0 (n) ) , which is the maximum
possible number of copies of Ks in an n-vertex Kt-free graph with independence number o (n) . The case when
= 2 was settled by Erdés, Sos, Bollobas, Hajnal, and Szemerédi in the 1980s. We combinatorially resolve the
general case for all =3, showing that the (asymptotic ) extremal graphs for this problem have simple
(bounded) structures. In particular, it implies that the extremal structures follow a periodic pattern when t is

much larger than s. Our results disprove a conjecture of Balogh, Liu, and Sharifzadeh and show that a relaxed

version does hold.

Budget Feasible Mechanisms for a k-submodular Function in the Clock Auction Model
FXE TEKE
WMEME: Due to its numerous applications in social marketing and crowdsourcing, the classical topic of
designing budget-feasible mechanisms for a submodular valuation function has been well-studied. In this paper,
we consider a generalization of this problem: budget-feasible mechanism design for a k-submodular function in
the clock auction model. Each agent has a private cost, and the auctioneer, composed of k departments, attempts
to maximize its k-submodular valuation subject to a budget constraint. For the monotone objective, we propose a
randomized algorithm with an approximation ratio of 1/(5+ Vv13) and a deterministic algorithm with an
approximation ratio of 1/(4+2V6) . Additionally, the randomized algorithm can achieve a
2/(15 + 3V/13) -approximation and the deterministic algorithm can achieve a 1/(6 + 3V6)-approximation for a
non-monotone objective. These algorithms only require () value oracle queries, making them more practical.

We demonstrate the efficiency and effectiveness of our algorithms by conducting numerical experiments on

influence maximization.

Transversal Hamilton Paths and Cycles

I IR K

MEME: Givenacollection ={ ;, 5 .., }of graphs on the common vertex set  ofsize ,an -edge
graph on the same vertex set  is transversal in  if there exists a bijection : ( ) - [ ] such that

( ( )) for all ( ).Denote () min{ ( ): [ 1}. In this talk, we first establish a minimum
degree condition for the existence of transversal Hamilton paths in :if = +1and ()= %1, then

contains a transversal Hamilton path. This solves a problem proposed by [Li, Li and Li, J. Graph Theory, 2023].
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As a continuation of the transversal version of Dirac's theorem [Joos and Kim, Bull. Lond. Math. Soc., 2020] and

the stability result for transversal Hamilton cycles [Cheng and Staden, arXiv:2403.09913v1], our second result

characterizes all graph collections with minimum degree at least 57 1 and without transversal Hamilton cycles.

We obtain an analogous result for transversal Hamilton paths. The proof is a combination of the stability result for
transversal Hamilton paths or cycles, transversal blow-up lemma, along with some structural analysis. This is a

joint work with Yangyang Cheng, Guanghui Wang and Lan Wei.

A Stochastic Approximation-Based Algorithm for Nonconvex Stochastic Programming with

Expectation Constraints
B KEHET KRS
EIFHE . In this talk we focus on nonconvex optimization problems with expectation constraints. To address the

challenges posed by possibly nonconvex constraints and the stochastic nature of the problem, we propose a

two-phase stochastic momentum-based algorithm. Under certain conditions, the sample complexity is established

Mixed Mechanisms for Heterogeneous Two-facility Location Games
VPR LIRIMYE RS

%5 M ZE: This paper focuses on the heterogeneous two-facility mechanism for positioning two facilities,
ensuring agents truthfulness and minimizing approximation ratios of social and maximum costs. We respectively

propose hybrid mechanisms to improve the previous approximation ratio.

To be Generous or Spiteful? A Bilateral Exploration of Fairness Preferences in Supply Chains

with Downstream Competition

KR AEHBHRKE

MEME: Fairness breeds long-term partnerships within supply chains, a fact underscored by tensions in critical
sectors like semiconductor chips and vaccines. This study examines how fairness preferences, characterized by
generosity and spite, influence production and ordering decisions within a supply chain that includes a leading
supplier and two Cournot-competing retailers. Our analysis reveals that in a purely rational model, the supplier
captures 75% of the supply chain profit, allocating only 12.5% to each retailer. Introducing fairness into the model,
we find that while supplier spite harms all parties, supplier generosity benefits both retailers and the overall supply
chain. Interestingly, this generosity could lead to win-win outcomes if matched by retailers’ generosity; however,
such scenarios are theoretically less likely than lose-lose outcomes. Therefore, influential suppliers should be

more responsible for establishing a productive environment, given their central role in supply chains. We also
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examine scenarios where trading power shifts towards retailers, such as Amazon or Walmart. In these settings,
while supplier generosity can still benefit the overall supply chain, it precludes the potential for win-win outcomes,
leading to scenarios where only the supplier suffers. Thus, in retailer-dominated environments, suppliers should
secure their positions in the supply chain without feeling pressured to always display generosity. Additionally, we
further extend our analysis to situations where retailers exhibit diverse behaviors or a perception bias regarding
their fair profit shares. We find that a moderate level of generosity from one retailer can alleviate competitive
pressures, benefiting both retailers and the entire supply chain, whereas a perception bias in one retailer can cause
significant fluctuations in the other retailer’s profits. These findings provide comprehensive insights into how
fairness preferences combined with competitions in downstream markets reshape supply chain relationships and

outcomes.

A Classification of Point-primitive and Line-primitive Generalized Quadrangles

REHk mERE

WM E: In this talk, we are concerned with the problem of classifying finite generalized quadrangles admitting
a point-primitive and line-primitive automorphism group with socle being a unitary group. I will give some
background on such problems and present a recent result. This is based on joint work with Jianbing Lu and

Yingnan Zhang.

A Novel Fatigue Design Modeling Method under Small-sample Test Data with Generalized
Fiducial Theory

HRERR ALRfE BRHR S

45 M E : Understanding the correlation between the fatigue life of engineering materials and the applied stress is
a crucial aspect of reliability and safety design. However, small data observations frequently occur in fatigue
testing due to factors like time and budget limitations, as well as constraints related to the availability of testing
materials and resources. In this article, fiducial inference method is employed for modeling P-S-N curves to deal
with scenarios with small sample sizes. Fiducial inference can be seen as a procedure that provides a measure
within a parameter space while requiring fewer assumptions than Bayesian inference ( no prior ) . The
performance of the proposed method is evaluated by comparing it with the ISO method using statistical simulation
data and aluminum alloy 2524-T3 data. In scenarios with ample data (no less than 15 observations at each of the
four stress levels) , the proposed fiducial-based method yields results comparable to those obtained through the
ISO method. When dealing with small-sample data (around 2—4 observations for each of the four stress levels)

and medium-sample data ( about 5-10 observations per stress level ) , the proposed fiducial-based method
consistently outperforms the ISO method in terms of the quantile scores (also known as pinball loss). This shows
the advantageous performance of the fiducial method under conditions of limited data availability. Besides, the
consistency in performance across varying data size scenarios underscores the reliability and robustness of the

fiducial-based approach in estimating probabilistic S-N curves.
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